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Editorial
Dear authors,
Dear readers,

Welcome to the twenty-second edition of the Journal of Information Technology and Applications 
(JITA), published by Pan-European University APEIRON Banja Luka. 
The Journal of Information Technology and Application (JITA) publishes quality, original papers that 
contribute to the methodology of IT research as well as good examples of practical applications.
JITA journal is a scientific and professional information magazine that aims to promise a forum for 
engineering, research and academics, the university and industry to showcase their scientific careers 
and whether it will make them learn and explore.
JITA offers the perfect convenience to share scientific resources, share your own research highlights, 
and innovate science with the entire scientific world.
Our mission is to promote and establish cooperation and dialogue between academic institutions and 
research institutes belonging to the field of information technology, which are as follows:
•	 Promoting the best research output in the 

academic field.
•	 Support in the professional training of IT staff.
•	 Introducing computer scientists 

with advanced modern technological 
achievements.

•	 Announcement of newspapers in the most 
advanced information technologies.

Journal of Information Technology and Applications is a scholarly open access, peer-reviewed, fully 
refereed journal, which provides a platform for scientists and academicians all over the world to 
discuss new issues and developments in different areas of informatics.
The topics covered by this journal include, but are not limited to:
•	 Advances in Networks
•	 Artificial Intelligence
•	 Intelligent Systems
•	 Computer Modelling
•	 Operations Management and Information 

Systems
•	 Statistics and Informatics
•	 Mobile Computing
•	 Machine Learning Research

•	 Mathematics and Computer Science
•	 Bioinformatics
•	 Medical Imaging
•	 Ophthalmology & Visual Science
•	 Sustainability Management and Information 

Technologies
•	 Discrete Probability Distributions 
•	 Science Development
•	 Innovation

We can proudly point out that JITA started with the selection of quality articles and has continued as 
such to this day. Members of the review team come from all continents, as well as the paper authors. 
With two independent “blind“ reviews, we manage to select the highest quality articles and publish 
them afterwards.
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Contribution to the State of the Art 
https://doi.org/10.7251/JIT2102073D	 UDC: 004.62.032.26:577.216.3

Abstract: Next Generation Sequencing (NGS) analysis has become a widely used method for studying the structure of DNA 
and RNA, but complexity of the procedure leads to obtaining error-prone datasets which need to be cleansed in order to avoid 
misinterpretation of data.  We address the usage and proper interpretations of characteristic metrics for RNA sequencing (RNAseq) 
quality control, implemented in and reported by FastQC, and provide a comprehensive guidance for their assessment in the context 
of total RNAseq quality control of Illumina raw reads. Additionally, we give recommendations how to adequately perform the 
quality control preprocessing step of raw total RNAseq Illumina reads according to the obtained results of the quality control 
evaluation step; the aim is to provide the best dataset to downstream analysis, rather than to get better FastQC results. We also 
tested effects of different preprocessing approaches to the downstream analysis and recommended the most suitable approach. 

Keywords: data preprocessing, Illumina sequencing, NGS analysis, quality control, sequence analysis, total RNAseq.

Introduction  

High throughput sequencing technologies pro-
vide a way of studying the structure of genetic 
material, both DNA and RNA. Complexity of the se-
quencing procedures results in error-prone data 
sets, which need to be properly treated in order to 
obtain relevant results from downstream analyses. 
This process is more complex in the case of RNA se-
quencing (RNAseq), as it includes additional step of 
reverse transcription of RNA molecules to comple-
mentary DNA (cDNA), after which the common steps 
(as for DNA sequencing) are performed: amplifica-
tion, fragmentation, purification, adaptor ligation, 
and sequencing. On the other hand, RNAseq today 
is intensively used for a number of analyses, such as 
characterization of transcriptional activity, quantifi-
cation of gene expression, differential gene expres-
sion, analysis of alternative splicing, functional anal-

ysis, gene fusion detection, etc. Because of demands 
for the greatest possible reliability of data that will 
be used in such analysis, it is of the highest impor-
tance to estimate the quality of obtained reads and 
how the quality of reads will or could affect final re-
sults of the analysis [1]. In many cases, it is better to 
omit low quality reads from further processing than 
to cause the misinterpretation of data.

Quality control consists of two steps: evaluation 
and preprocessing. The evaluation step consists of 
a number of metrics which indicate quality of as-
sessed raw reads, while the preprocessing step in-
cludes sequence filtering according to results of the 
evaluation step. Since there is a plethora of available 
tools, it is challenging for new users to appropriate-
ly choose between these tools and to adapt to new 
ones. Some of them are general tools, meant for both 
DNA and RNAseq raw reads, including both steps of 
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quality control like NGS QC Toolkit, FASTX-Toolkit, 
PRINSEQ, QC-Chain, FaQCs, HTQC and others are 
designed just for one of the tasks. While there are 
plenty of tools for preprocessing available, i.e. Trim-
momatic [2], SolexaQA, Trim Galore!, Cutadapt, De-
conSeq, ConDeTri, Sicle, Scythe, Seqtk, SortMeRNA, 
BBDuk and BBSplit, VecScreen, Kraken, none of 
them performs all the preprocessing tasks. On the 
other hand, there are just several tools designed for 
the purpose of evaluation of raw reads (FastQC [3], 
seqTools, fastqp) that provide standard metrics for 
estimation of raw data quality. Discovery of contam-
inant sequences (sequences that originated from 
other organisms than the one that was sequenced) 
demands specific evaluation tools and they include 
tools like FastQ Screen and VecScreen. Because it 
is necessary for quality preprocessing and further 
steps of downstream RNAseq analysis to estimate 
error probability in raw reads, we focus on raw reads 
quality evaluation. The vast majority of researchers 
today use FastQC [3] in combination with some of 
the tools specially designed for filtering NGS data. 
However, FastQC operates by creating flags on da-
tasets based on several metrics and their expected 
values in the case of DNA experiments which is often 
misleading for RNAseq experiments. Additionally, 
special attention should be paid in the preprocess-
ing step in order to enable the assessment of reliable 
results for further analysis of RNAseq data because 
the stringent approach, which is widely used, might 
not be the best choice for transcriptome data. 

In this paper, we address the usage and proper 
interpretation of metrics for RNAseq quality control, 
implemented in and reported by FastQC, such as Per 
base sequence content, Per sequence GC content, 
Sequence Length Distribution, Sequence Duplica-
tion Levels, Overrepresented sequences, and Kmer 
Content and provide a comprehensive guidance 
for their assessment in the context of total RNAseq 
quality control of Illumina raw reads. Also, we give 
recommendations on how to adequately perform 
the preprocessing step of raw total RNAseq Illumina 
reads according to the obtained results of the evalu-
ation step, with an aim not to get better FastQC re-
sults, but to provide the best dataset to downstream 
analysis.

QC evaluation
Evaluation of raw reads is the first step in se-

quencing analysis and serves to determine the va-
lidity of sequenced data. One of the mostly used 
tools for quality control is FastQC, developed by the 
Babraham Institute in Cambridge. It is included in 
many bioinformatics software (Galaxy, Illumina 
BaseSpace, GenePattern, Chipster, Yabi, Taverna, 
KNIME, Tavaxy, BioDT), and in that way it became 
a sort of a standard tool for evaluation of NGS data.

This tool takes fastq, SAM or BAM file as input, 
quickly performs quality analysis of provided data 
and outputs results in html format. Quality analy-
sis consists of 12 metrics (Basic Statistics, Per base 
sequence quality, Per tile sequence quality, Per se-
quence quality scores, Per base sequence content, 
Per sequence GC content, Per base N content, Se-
quence Length Distribution, Sequence Duplication 
Levels, Overrepresented sequences, Adapter Con-
tent, Kmer Content). Most of the metrics are repre-
sented graphically, only Basic Statistics and Overrep-
resented sequences are presented in tabular format. 
The exception is the  Kmer content module, which 
is shown in both ways (graphically and in tabular 
format). For each metric a section in the resulting 
report is made, flagged as ‘PASSED’, ‘WARNING’ or 
‘FAILED’. The flags are given based on the expected 
values for sequencing DNA data. At FastQC down-
load page examples of good and bad data for dif-
ferent sequencing platforms are available. Illumina 
platform is widely used for conducting RNAseq ex-
periments, and for Illumina data the FastQC author 
suggests that a good report should be mostly flagged 
as PASSED - only one checkpoint (Kmer content) is 
flagged as WARNING. However, since the FastQC 
tool expects diversity and randomness in data even 
a slight deviation will issue a warning, while severe 
one will result in failure. Because the correct inter-
pretation of the FastQC report is crucial for other 
steps of the analysis, flags provided by the program 
itself cannot be taken for granted. Although the 
checkpoints like Basic Statistics, Per base sequence 
quality, Per tile sequence quality, Per sequence qual-
ity scores, Per base N content and Adapter Content 
have universal interpretation and high quality data 
should pass all of them, other checkpoints are spe-
cific for different types of sequencing experiments 
(DNAseq or RNAseq). All of the specific checkpoints 
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will be discussed briefly in the context of Illumina 
RNAseq experiments evaluated with FastQC v0.11.5. 

Per base sequence content
This checkpoint shows the percentage of each 

base in each position and it is represented with a 
graph. According to FastQC interpretation little to 
no difference is expected between representations 
of bases, presented as four smooth lines around 
25% (Fig. 1a). Warning is issued if the difference 
between base pairs is greater than 10% in any posi-
tion, while failure is shown if this difference is great-
er than 20% (Fig. 1b). Analysis of the most of Illumi-
na RNAseq data issues a failure in this checkpoint, 
usually not because of any of the common reasons. 
As stated in help files, but not pointed out in results, 
the main reason of such failure is the way in which 
RNAseq libraries are produced (by priming using 
random hexamers, which is why the bias at the start 
positions is expected). This is particularly the char-
acteristic of the first 10-13 positions at the 5′-end 
Illumina RNAseq data and read count reweighting 
scheme is proposed in order to reduce the impact of 
this bias [5]. Alternative approach would be to use 
oligo(dt) priming, but the same study showed that, 
in this case, data would be highly biased toward 3’-
end, and that bias cannot be easily mitigated. Pres-
ence of polyA/T tails is another cause of bias at the 
3’-end, unrelated with the way of priming. Also, we 
noted that the abscissa of the representation plot 
is not equally divided; first nine positions are given 
separately for each data, and the longer the read the 
more distant other points become, and sometimes 

even given as ranges. For long reads this gives a false 
impression that the data at the start positions are 
more deviated.

All Illumina RNAseq data will issue a warning or 
failure in the Per base sequence content module. The 
choice of further steps depends on the main goal of 
sequencing and the nature of available referent re-
sources for the organism under investigation. If de 
novo assembling is in plan, it is advised to remove 
first 10-13 bases, while in other cases these bases 
should be retained.

Per sequence GC content
This plot shows the GC content of each sequence 

for each position compared to the modeled normal 
distribution, because it is expected that the random 
library has a nearly normal distribution. It is mis-
leading to interpret the modeled distribution as a 
curve that shows information from the reference 
genome or transcriptome of the sequenced organ-
ism. This is just a Gaussian distribution parameter-
ized according to the mean and variance of the GC 
content of the provided reads. Reads will pass this 
checkpoint if the GC content curve does not deviate 
too much from the modeled distribution (Fig. 2a). If 
sequences outside of the normal distribution com-
prise more than 15% of the total, FastQC will raise 
a warning, while failure is given if these reads com-
prise more than 30% of the total (Fig. 2b). 

Figure 1. Per base sequence content graphs showing the read position on X-axis and percentage of each base on Y-axis, a) DNA-seq 
Illumina data - passed b) total RNAseq Illumina data - failed
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Different types of deviation have different mani-
festations. If the plot is shifted in comparison with 
the modeled distribution, the reason is systematic 
bias and FastQC will not flag this as an error. Anoth-
er reason for the shifted distribution could be the 
presence of polyA/T tails (when shifted to the left) 
and rRNA richness (when shifted to the right) in 
data [6]. On the other side, the same reasons could 
manifest like shoulders or peaks in the distribution 
plot, only in that case it will be reported as error, be-
cause any distribution that has peaks and/or is not 
unimodal is by default addressed as an error. In the 
distribution plot, different kinds of contamination 
(adapter dimers and sequences from other organ-
isms) are usually represented with peaks. The shape 
of the distribution curve is also affected by the short 
reads, characteristic for total RNAseq reads, and 
duplicate-rich reads, which are characteristic for all 

RNAseq experiments. Additionally, in RNAseq data 
for organisms with highly repetitive genomes GC 
content varies due to the presence of some classes 
of transposons which are GC rich [7][8]. As a con-
sequence of aforementioned, GC content plot could 
take some form of bimodal distribution. These flaws 
affect many metrics used in QC and a common way 
of dealing with these flaws of RNAseq data is to per-
form, after removing contamination, de novo assem-
bling of reads into larger contigs which should miti-
gate or even completely eliminate the second peak 
and smooth the main peak.

Sequence Length Distribution 
For sequence length distribution it is expected to 

be uniform (Fig. 3a). If the read length is variable, 
warning is issued (Fig. 3b), and failure is caused due 
to the presence of sequences of zero length. 

Figure 2. Per sequence GC content shows the mean GC content on X-axis, while the number of reads is shown on Y-axis; a) DNA-seq 
Illumina data-passed; b) total RNAseq Illumina data-failed

Figure 3. Sequence length distribution shows different sequence lengths on X-axis and Y-axis presents number of reads; a) DNA-seq 
Illumina data-passed; b) total RNAseq Illumina data-warning
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The Help files specify that for some high through-
put sequencers it is usual to have different read 
lengths although this will give a warning. For Illumi-
na it is expected to have the equal length for all reads, 
but in the case of total RNAseq, some RNA molecules 
are shorter (like small and microRNA), which is why 
warnings in this module can be ignored.

Sequence Duplication Levels
This checkpoint estimates the degree of duplica-

tion using an exact sequence match in a specific way. 
Common duplicates include PCR and optical dupli-
cates. PCR duplication can arise in transcriptome 
data because of the specific way of sample prepa-
ration and optical duplicates which are the conse-
quence of reading the same cluster twice or more 
times on sequencer.

Due to reducing memory usage, only sequences 
that firstly occur in the first 100,000 sequences are 
taken into account. Additionally, sequences longer 
than 75 bp are truncated to 50bp. The aforemen-
tioned optimizations should provide a good esti-
mate of the data, but this is not the case for RNAseq 
reads. RNAseq reads tend to be several times longer. 
Because the transcriptome data include products 
of alternative splicing, it is possible that different 
RNAseq reads have some of the first bases the same 
and the rest of the sequence different. Also, in RNA-
seq data we expect a plethora of highly expressed 
sequences and for highly expressed sequences it is 
expected to have multiple occurrences in the da-
taset. Regardless, if duplicate sequences make up 
more than 20% of the sequences taken into account, 

FastQC will issue a warning, and if there is more than 
50% of the duplicate sequences, this checkpoint will 
raise an error (Fig. 4b).

In section “Common reasons for warnings” of 
FastQC Help files it is indicated that warnings for 
RNAseq data could arise because of the nature of the 
experiment. We state, based on the aforementioned, 
that if PCR duplicates and contaminants problems 
are excluded, any kind of error in this module does 
not affect the overall quality of the RNAseq data 
even if duplication level is higher than 50%.

Overrepresented sequences
All sequences that represent more than 0.1% of 

total sequences are labeled as overrepresented and 
presented in a table with count, percentage and pos-
sible source of the sequence (Fig. 5). Warning will 
be issued if at least one overrepresented sequence 
is found. A failure will arise if there is at least one 
sequence that represents more than 1% of the total 
data. 

To conserve memory, this checkpoint looks for 
candidates for overrepresented sequences in the 
first 100,000 sequences, but candidates are tracked 
through the whole dataset, therefore more overrep-
resented sequences could be found in the dataset. 
Databases of known contaminants are queried by 
overrepresented sequences that were found and 
best hits are being reported. Since Illumina RNAseq 
library preparation includes adapters (that are usu-
ally removed, but sometimes some of them remain 
in the sequences), this module will label them and 
they should be removed from the data.

Figure 4. Sequence duplication level shows different degrees of duplication on X-axis and percentage of the duplication is shown on 
Y-axis; a) DNA-seq Illumina data-passed; b) total RNAseq Illumina data-failed
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Kmer Content
In total RNA sequencing a lot of different types of 

molecules are sequenced. Because of the presence of 
small RNA, mitochondrial and chloroplastic (in case 
of plants) RNA, residual rRNA (mostly removed dur-
ing a library preparation, but some rRNA may still 
remain), overrepresentation of the sequences is ex-
pected to some extent. Also, alternative splicing and 
differential gene expression affect the number of 
overrepresented sequences. Taking into account the 
aforementioned, we conclude that warnings and fail-
ures can be ignored as long as adapters are trimmed.

The K-mer module is similar to the overrepre-
sentation module. This checkpoint seeks for por-
tions of the sequences, 7-mers that show position-
al bias according to the binomial test. In that way 
it could identify parts of sequences that can cause 
problems in further analysis. It is represented du-
ally. For graphical representation it is characteristic 
that values on the X-axis are unequally represented. 
In tabular representation count, p-value, frequency 
and position in the read are shown, enabling to re-
construct the longer kmers (Fig. 6). 

Because this type of analysis is slow, only 2% of 
the data is processed. The sequenced data is consid-
ered good if the presence of k-mers is balanced. If 
a binomial p-value is less than 0.01 for any k-mer, 
warning will be given (Fig. 7), and if p-value is less 
than 0.00001 a failure will occur.

This is another module affected by the Illumina 
bias at the 5’-end of reads and adapters and polyA 
tails at the 3’-end of the RNAseq reads, but these er-
rors can be ignored as long as adapters are trimmed.

QC preprocessing
Because regions of low quality carry less infor-

mation of interest, the main step in preprocessing 

Figure 5 Overrepresented sequences in totalRNAseq data - warning

Figure 6. List of k-mers
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is to deal with these kinds of sequences. Other steps 
in the preprocessing of NGS data depend on results 
obtained by the QC evaluation software. As stated 
in previous section, Illumina’s characteristic 5’ nu-
cleotide bias, PCR and optical duplicates, polyA/T 
tails, rRNA and different kinds of contaminants, 
like adapters and genomic sequences that belong 
to different organisms than the sequenced one, are 
recognized by the QC evaluation tools as errors in 
data that should be removed in the QC preprocess-
ing step. Many QC preprocessing tools have similar 
functionalities but they differ in speed, available re-
sources (like adapter files) and effectiveness. 

Processing of low quality data
The presence of low quality data is mainly the 

result of systematic errors and in the case of Illu-
mina platform, common error is substitution. There 
are three general approaches in the preprocessing 
of low quality NGS data: error correction, masking 
and trimming. For error correction, there are three 
groups of methods applicable to Illumina data: k-
spectrum-based methods (Rcorrector [9], Quake, 
Reptile, Hammer, Musket, Bless, Bloocoo, Lighter, 
Trowel), multiple sequence alignment (SEECER Kar-
ect, Coral, ECHO) and suffix array/tree-based meth-
ods (Fiona, SHREC, HSHREC, HiTEC, RACER) with 
only SEECER and Rcorrector being specially de-
signed for RNAseq data. Brief description and evalu-
ation of all methods can be found in [10], while the 
evaluation of different k-spectrum-based tools, as 
the dominant method for Illumina data, is available 
in [11]. Because k-spectrum-based error correction 

method uses only local information from sequenced 
reads, it is not suitable for analyses that include the 
read mapping task since mapping is done globally. 
On the other hand, this method is very useful for 
analyses with de novo assembling in plan because it 
reduces complexity of created graphs and speeds up 
the whole process of assembling [12]. Moreover, this 
error correction method is an integral part of some 
assembling tools like SOAPdenovo, ALLPATHS_LG, 
SGA and SPAdes. 

When downstream analyses include read map-
ping, common approaches for dealing with low 
quality bases are masking and trimming. Masking is 
a non-invasive process of dealing with low quality 
data which implies substitution of low quality bases 
with N’s. This is mostly performed with in house 
scripts, but there is also a tool, FASTQ Masker, in-
cluded in FASTX-toolkit. 

Although masking is a lenient method and it is 
shown that masking is more effective than trimming 
in SNP detection [13], trimming is the commonly 
used technique for this task. Trimming implies re-
moving low-quality parts of sequences and because 
this is the main task of QC preprocessing, most of 
the general QC preprocessing tools have this func-
tionality. Window-based (ConDeTri, PRINSEQ, Sick-
le, SolexaQA, Trimmomatic) and running sum (Cut-
adapt, SolexaQA with -bwa option, Seqtk) are two 
types of algorithm families used in trimming soft-
ware, where the first approach gives better results 
for common RNAseq tasks like SNP calling, gene ex-
pression analysis and de novo assembly [14]. Trim-
ming has different levels of stringency ranging from 

Figure 7. K-mer content shows position in the reads on X-axis and relative enrichment of a k-mer on Y-axis; a) DNA-seq Illumina 
data-warning; b) total RNAseq Illumina data-failed
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mild, with removing bases with quality less than 
5 (recommended by [15]), to more aggressive ap-
proach with quality threshold between 20 and 30 
(recommended by [14]). Because the main goal of 
RNAseq is to get as much as possible information 
from the data, we recommend a milder approach for 
trimming.

Clipping 5’ end
To overcome Illumina 5’ end sequence content 

bias caused by random hexamers (presented on 
Per base sequence content plot), two approaches 
are suggested. One of them is a correction method 
specially designed for solving this kind of problem, 
described in 	 [16] and the other one is clipping. Al-
though clipping is always a loss of information (be-
cause it includes removing the correct bases too), 
this is a widely adopted QC technique for eliminat-
ing 5’end Illumina bias. Alternative to overcome this 
problem is not to eliminate the bias. Rationale be-
hind this is that we can try to conduct downstream 
analyses without clipping the leading bases, and if 
we get poor results, we can always go one step back 
and use one of the aforementioned methods to over-
come it.

Adapter removal
In total RNAseq it is common that sequenced 

fragments are shorter than the read length, which 
may result in adapter sequences left over. The pres-
ence of adapters is checked in QC evaluation, and 
if adapters are highly abundant, they will be listed 
in overrepresented sequences. Also, the presence 
of adapter sequences affects GC content and K-mer 
content plot. According to the aforementioned it is 
clear that all adapter sequences should be removed. 
This can be done with any general QC preprocessing 
tool.

Removing contaminants 
Contamination of RNA sequences may arise from 

different reasons and it can affect several QC evalu-
ation checkpoints, like Per sequence GC content, 
Sequence duplication level and Overrepresented 
sequences. If the goal is just to identify contami-
nants the appropriate tool is FastQ Screen or Vec-
Screen, while tools like DeconSeq and BBSplit are 
used for actual decontamination. Another method 

for removing contaminants includes read mapping 
to possible contaminants genomes, but the same 
method can be used in order to check the percent-
age of contamination. For any kind of contamination 
detection or removal it is necessary to provide se-
quences/genomes of possible contaminants. Com-
mon contaminants in Illumina total RNAseq is PhiX 
control viral DNA, Illumina TruSeq primers, vec-
tors like plasmid, phage, cosmid, BAC, PAC, YAC and 
transposable elements from the cloning host which 
is usually Escherichia coli or yeast. Other possible 
contaminants are the result of impurities in the RNA 
sample and include microbes and other organisms 
that are being sequenced in the lab. The list of pos-
sible contaminants is not finite, and we cannot know 
in advance which contaminants are expected to be 
present in the dataset.

Complete list of contaminants can be obtained us-
ing BLAST, but this is a time consuming task because 
of the huge number of sequences in the RNAseq 
dataset. Similar, but less time consuming approach 
would be to randomly select some reasonable num-
ber of sequences (eg. 500) from a transcriptome da-
taset and to blast them. Another approach would be 
to execute initial mapping and to BLAST unmapped 
sequences. Anyway, if contaminants do not com-
prise a significant number of sequences they will 
not affect the read mapping step, but for assembling 
they should be removed.

Removing PCR and optical duplicates
As stated in the previous section, although du-

plicates affect sequence duplication levels plot and 
GC content plot, removing them in RNAseq data can 
be more harmful than useful because read counts 
play a significant role in the downstream analysis of 
RNAseq data. If there is a good reason for removing 
the duplicates, one should be aware that, because it 
is much easier to locate duplicates after then before 
read mapping, available tools require a BAM file as 
input. In order to identify duplicates, Picard Esti-
mateLibraryComplexity can be used. Widely used 
tools are Samtools rmdup (for removing PCR dupli-
cates) and Picard MarkDuplicates (for marking or 
removing optical duplicates). 

Removing polyA/T tails and rRNA 
During the process of cleavage and polyadenyl-
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ation, mRNA is enriched with polyA/T tails near the 
3’end. The presence of polyA/T tails in the RNAseq 
can be seen in several modules of FastQC report: Per 
base sequence content, Per sequence GC content and 
Kmer content. PolyA/T tails can be removed by tools 
like PRINSEQ (options –trim_tail_right and –trim_
tail_left) or with in house scripts. But, one should 
have a good reason for removing polyA/T tails be-
cause although they affect QC evaluation, they have 
no influence on read mapping (most mappers are 
not affected by presence of polyA/T tails) and, actu-
ally, they are beneficial for de novo assembling (be-
cause the polyA/T tail marks the end of transcript).

As part of the transcriptome, rRNA is expected 
to be present in the dataset to some extent. High 
abundance of rRNA can affect some checkpoints in 
QC evaluation, like GC content plot and overrepre-
sented sequences, and they are often flagged as con-
taminants. Usually, rRNA is not of interest for down-
stream analysis and, as all other contaminants, it 
can be removed from the dataset with specific tools 
(SortMeRNA, BBDuk) or with mapping to the set of 
rRNA sequences available in sources like SILVA and 
Rfam database. But, the removal is not necessary 
because the high level of rRNA presence in RNAseq 
data does not represent actual contamination of the 
dataset. It just means that the dataset contains less 
mRNA than it is expected and because the presence 
of rRNA doesn’t affect the next step of analysis (read 
mapping or de novo assembling), it is not necessary 
to remove rRNA from the dataset. Nevertheless, the 
exact level of rRNA presence in the dataset should 
be determined in order to resolve the amount of 
RNA of interest, using tools for identifying the level 
of contamination like FastQ Screen.

Sometimes rRNA has influence on specific RNA-
seq analysis and, in that case it can be masked. For 
example, in order to increase FPKM values (which 
have influence on differential gene expression) it is 
desirable to exclude rRNA, tRNA, mitochondrial and 
chloroplastic RNA and similar elements from analy-
sis. This can be done with Cufflinks tool using –M 
option.

Use case – evaluation of QC preprocessing 
methods
According to the aforementioned, we formed 

two groups of proposed QC preprocessing steps: 

lenient and stringent, both intended to be used af-
terwards for read mapping and de novo assembling. 
Lenient group for mapping included: (1) trimming 
a read when average quality over a 4bp sliding win-
dow drops below 5 – Q5, (2) combination of Q5 
with removal of adapters – AQ5, (3) combination 
of contamination removal with AQ5 – CAQ5, while 
stringent one comprised: (1) trimming a read when 
average quality over a 4bp sliding window drops 
below 25 – Q25, (2) combining adapter removal 
with Q25 – AQ25, and (3) removal of contamination 
combined with AQ25 – CAQ25. If the ending data-
set contained reads shorter than 25bp, such reads 
were discarded. For the assembly, we used the data-
set with removed adapters and contamination (CA) 
as a starting point. Lenient group was composed of 
the CAQ25 dataset and error corrected CAQ5 data-
set (EC). Stringent group was formed by removing 
the first 11 bases from EC and CAQ25 datasets form-
ing ECC and CAQ25C datasets, respectively. With le-
nient QC preprocessing steps, the resulting dataset 
will retain more information, and with stringent 
one the preprocessed dataset will consist of higher 
quality sequences. Both groups of approaches were 
compared to the naïve approach which refers to raw 
data analyses (R).

The dataset
To test the impact of two groups of QC prepro-

cessing steps, we used a publicly available dataset 
of human breast cancer transcriptome with NCBI 
SRA accession number SRR2753165. This dataset 
contains raw Illumina Hiseq 2500 35-50bp single 
end transcriptome data, with cDNA Library being 
constructed using TruSeq stranded total RNA with 
Ribo-Zero Gold (for rRNA removal). Such useful 
information can guide us in determination of used 
adapters and primers as well as in the understand-
ing of some QC evaluation results. In this example, 
the shape of the curve in the sequence length dis-
tribution plot is expected to be as in Fig. 3b because 
sequences are of variable length. Also, because the 
dataset is composed of transcriptome sequences, 
the peaks in the right part of the sequence duplica-
tion level graph are expected (as in Fig .4b).

Other FastQC results of interest are presented in 
Figures 1b, 2b, 5, and 7b. Deviations in 3’end in dis-
tribution of bases in sequences (Fig. 1b), in k-mer 
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content plot (Fig. 7b) and shift to the right in the GC 
content plot (Fig. 2b) imply the high abundance of 
polyA/T tails. We used NCBI BLAST [17] to deter-
mine origins of overrepresented sequences (Fig. 5). 
In this case, they were all small nuclear RNA (sn-
RNA): 16 of them were 7SL RNA (type of SRP RNA 
and part of Alu transposable element), 3 were 7SK 
RNA, 3 were uncharacterized SRP RNA and 1 was 
uncharacterized snRNA. Both 7SL RNA and 7SK RNA 
are highly abundant GC-rich sequences. SRP RNA 
defines perinucleoar compartment [18] which is 
known to be present in breast cancer genomic data 
[19]. This explains the peculiar shape of GC content 
plot (Fig. 2b) to some extent. Other reasons include 
higher number of duplication sequences and abun-
dance of rRNA sequences in the dataset.

To get deeper insight in the dataset content, 
we checked the level of contamination using Fastq 
Screen (Fig. 8). In order to determine the list of pos-
sible contaminants from other species, we sampled 
500 reads from unmapped reads and blasted them 
against the human reference genome. Sampled se-
quences that remained uncharacterized were blast-
ed against BLAST nt database. We detected con-
tamination with Enterobacteria phage phiX174, so 
we used a standard list of contaminants. With less 
than 1% of PhiX and vectors from the UniVec [20] 

database, we may state that the dataset contamina-
tion is low. Further steps depend on the choice of 
the following step in downstream analyses. For the 

mapping step there is no need to clean the dataset 
because the contaminants will not map to the refer-
ence sequence. On the other hand, the assembly step 
requires as much clean data as possible and removal 
of any amount of contaminants is required. Also, it 
should be noticed that nearly 1% of the dataset con-
sists of rRNA, which is not severe, but it surely influ-
ences the shape of GC content graph.

Presence of polyA/T tails can easily be checked 
by using simple grep command. In this dataset, 
around 7% of sequences have some form of polyad-
enilation. When the reads are short, the tails can be 
sequenced through and that causes the occurrence 
of other nucleotides after polyA/T tail. But, this is 
not a problem, because many read mappers and de 
novo assemblers perform well with polyadenilation, 
so it is not necessary to remove it from the dataset 
in any case.

As it is shown in Fig. 5 and Fig. 8, there is no sig-
nificant abundance of adapters. Nevertheless, all 
adapters should be removed from the dataset, inde-
pendently of the choice of the following steps. 

For quality trimming, to remove adapters and to 
discard reads shorter than 25bp (which can arise af-
ter quality trimming and adapter removal), we used 
Trimmomatic v0.36 because it is easy-to-use, fast, 
lightweight window-based QC preprocessing tool, 
specially designed for Illumina data. To remove PhiX 
and vector sequence contamination we used read 
mapping with TopHat v2.1.1 [21]. 

Figure 8. Level of contamination using Fastq Screen
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Mapping
In order to compare different approaches and 

their benefit to the results of mapping step, we chose 
widely used read mapper Tophat2 and compared its 
performance when using default parameters, as is 
done in many studies, with its performance when us-
ing chosen set of parameters that contribute to the 
higher accuracy and confidence of results. As a ref-
erence genome we used GRCh38.p11 with appropri-
ate GFF files. For comparison we used statistics from 
Tophat2 (Table 1a) taking into account not just read 
mapping rates but also the number of useful sequenc-
es. Additionally, we used Qualimap v.2.2.1 to count 
the number of reads mapping that belong to exonic 
(90.53%), intronic (7.61%) and intergenic (1.87%) 
regions as well as to determine duplication rates 
(29.09% for raw data and lenient approaches and 
28.71% for stringent approaches) and uniformity of 
coverage through 5’ and 3’ bias (5’ bias is 0.28, 3’ bias 
is 0.56 and ratio between 5’ and 3’ bias is 0.84).

Similar studies, taking into account only the qual-
ity trimming, showed that mapping rate increases 
with the stringency of quality trimming [14], while 
the absolute number of aligned reads decreases 
[22]. We can state the similar - QC preprocessing ap-
proaches that include lenient quality trimming are 
beneficial in absolute number of aligned reads and 
in that way they contribute to overall amount of us-
able information in final dataset, but only one ap-
proach, CAQ5, provide the increase in mapping rates 
as well. The reason for this is the presence of 73583 
contaminant sequences in AQ5 dataset, which in-
creases the number of sequences in the dataset, but 
not the number of mapped sequences. On the other 

hand, the absolute number of multi aligned reads 
in a lenient QC preprocessing approach is also in-
creased when compared to a stringent method, but 
the overall percentage is lower in lenient methods.

When we conducted a similar analysis with 
Tophat2, only this time we used setting of additional 
parameters as more appropriate for the nature of 
the set and the sequenced data themselves, we ob-
tained the higher mapping rate for all approaches, 
but the conclusion was the same. Since we expected 
a variability in the dataset, we increased the num-
ber of mismatches (-N 4) and number of mutations 
expressed through edit distance metric (--read-edit-
dist 5). Also, we demanded realignment of reads with 
edit distance higher than 2 (--read-realign-edit-dist 
2) and no multihits (-g 1). Results are given in Table 
1b. Again, we used Qualimap to determine quality of 
mapping (duplication rate: 27.35%-27.73%; map-
ping to specific regions: exonic - 91.16%, intronic - 
6.96%, intergenic - 1.88%; 5’ bias: 0.16, 3’ bias: 0.61, 
5’-3’ bias: 0.3) and it also revealed the overall better 
quality of mapping when appropriate parameters in 
Tophat 2 were used.

Figure 9. Proposed workflow for reads mapping task

Appropriate parameters contributed to the im-
provement of results in all approaches, with CAQ5 
giving the best result. The proposed workflow is 
given in Fig. 9.

a) mapping performed with default parameters 

Data R Q5 Q25 AQ5 AQ25 CAQ5 CAQ25

No. of mapped seq 9049533 9051992 8913954 9051962 8913946 9051626 8913640

Mapping rate 98.5% 98.5% 98.7% 98.5% 98.7%  99.3% 99.5%

% of multi aligned 19.8% 19.8% 19.9% 19.8% 19.9% 19.8% 19.9%

b) mapping performed with parameters –g 1 –N 4 --read-edit-dist 5 --read-realign-edit-dist 2

No. of mapped seq 9072621 9075046 8929607 9075035 8929538 9074742 8929260

Mapping rate 98.7% 98.8% 98.9% 98.8% 98.9% 99.6% 99.6%

Table 1. Comparison of Tophat2 mapping results. R- raw data, C- removed contamination, A – removed adapters, Q5 – trimmed reads 
using sliding window with quality threshold set to 5, Q25 – trimmed reads using sliding window with quality threshold set to 25. 

Reads shorter than 25bp were discarded.
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De novo assembly
An accurate assembly requires a high qual-

ity clean data, which can be provided in one of two 
ways: by using stringent QC preprocessing approach 
on cleaned data (CAQ25) or by using lenient ap-
proach on clean data (CAQ5) combined with error 
correction (EC) performed using Rcorector (a tool 
specially designed for this task in Illumina RNAseq 
data), with maximum number of correction set to 5. 
Additional steps in QC preprocessing, like elimina-
tion of Illumina specific bias, can contribute to the 
quality of assembly. According to Fig. 1b we deter-
mined that the first 11 bases are affected with Il-
lumina bias so we used Trimmomatic to remove 
them from EC and CAQ25 datasets. In that way we 
formed two additional datasets, ECC and CAQ25C, in 
order to test the impact of clipping of biased bases 
on de novo assembly. All five datasets (R, CAQ25, 
EC, CAQ25c and ECc) were assembled using Trin-
ity v2.4.0 [23] with minimal contig length set to 30 
(because initial reads are short, ranging from 25 to 
50bp). We didn’t change the values of other default 
parameters because in Trinity they are set to give 
the best results for standard RNAseq data. For the 
evaluation of the assembly we mutually compared 
values of several standard metrics: N50, average 
contig length (both measured using in house perl 
script), reads mapping rate to transcriptome, tran-
scriptome mapping rate to reference transcriptome 
and the number of proteins that matched the assem-
bled transcriptome more than 80% (Table 2). All 
read mappings to transcriptome were conducted by 
using bowtie2 [24] with parameter --local, while the 
number of proteins was obtained by using BLASTX 
[25] and by the utility perl script provided within 
Trinity installation.

A desirable resulting assembly has the greater 
assembly length and the smaller number of contigs. 
That is why we observed the ratio between these 
two values in different approaches, with an aim to 
obtain the larger number represented as average 
contig length. Because contigs do not have uniform 
length, for mapping of reads to assembly and for 
mapping of assembly to reference transcriptome 
we observed only mapping rates and not the num-
ber of mapped contigs. Datasets used in stringent 
approaches included the clipping of the 10 bases 
from the 5’ end, which made the sequences shorter 
and led to significant loss of information. This was 
reflected in the results by larger number of contigs 
and smaller assembly length, which is why the as-
sembly had low average contig length. Another 
affected metric is the number of proteins which 
matched transcriptome in high percentage, used to 
reflect the number of almost full transcripts, show-
ing that, although the mapping rate to reference 
transcriptome was high, obtained transcripts were 
not complete. On the other hand, it was beneficial 
for the mapping task, which was expected because 
it is easier to fit in the shorter than longer sequence 
in the reference sequence, but the longer ones are 
more reliable. Aforementioned is even more notice-
able in the used dataset because the initial dataset 
consisted of very short sequences (35-50 bp) and 
clipping made the great amount of extremely short 
sequences which were not suited for further analy-
sis. Methods in the lenient group gave better results, 
with similar results in most of the metrics, but with 
EC approach giving the highest number of >80% 
complete transcripts. According to the aforemen-
tioned, we recommend using EC approach. 

Data R CAQ25 EC CAQ25c ECc

N50 69183 69101  68014 120637 120571

average contig length 100.19 99.56  100.81 63.83 64.35

% of reads mapped to transcriptome 92.39 92.23  92.38 90.24 90.50

% of transcriptome mapped to reference transcriptome 86.49 86.71  86.31 90.21 89.95

No. of proteins matched the transcriptome >80% 2784 2793  2939 922 979

Table 2. Comparison of Trinity results for differently preprocessed data with parameter --min_contig_length set to 30. R – raw data, 
C – removed contamination, A – removed adapters, Q5 – trimmed reads using sliding window with quality threshold set to 5, Q25 

– trimmed data using sliding window with quality threshold set to 25, EC – CAQ5 with mostly 5 error corrected bases, c – clipped 10 
bases from 5’ end. Reads shorter than 25bp were discarded.
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Conclusion

Specifics of RNA sequencing and RNAseq data-
sets have to be taken into account when choosing 
the best approach in the evaluation, preprocessing 
and analysis steps. Widely used software for qual-
ity control FastQC is not adjusted to RNAseq data 
which is why an adequate interpretation of obtained 
results is necessary, but the ultimate choice of ap-
propriate QC preprocessing steps depends on the 
following step of downstream analysis - mapping or 
de novo assembling. Generally, all levels of QC pre-
processing can be grouped into three approaches: 
naive approach which presumes that raw data is a 
high quality data, lenient approach which preserves 
more information, and stringent approach which 
provides cleanest dataset. Evaluation of approaches 
demands using significant and reliable metrics like 
mapping rate, number of mapped sequences and 
multi-mapped reads ratio for mapping task and 
N50, average contig length, percentage of assembly 
mapped to reference transcriptome, ratio of unique 
reads mapped to transcriptome and number of pro-
teins matched the transcriptome in more than 80% 
for assembly task. For the comparison of QC results 
between different approaches and as a use case 
for studying the influence of QC on further analy-
ses steps, we used publicly available RNAseq raw 
data from well researched and reference resources 
rich genome to provide reliable results. Our results 
showed that when downstream analysis included 
mapping, lenient methods with adapter removal 
included gave the best results. Moreover, results re-
vealed that an influence of parameter selection on 
the mapping task exists, which is why parameters 
should be selected according to the nature and pur-
pose of the NGS experiment. For the assembling 
task, the best results were obtained by using a le-
nient approach with error correction. 
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Abstract: Soft skills are the personal characteristics of an individual that enhance his/her interactions, career prospects, and 
job performance. Soft skills include social skills which incorporate characteristics like empathy, self-control, socialization, and 
friendliness. The development of soft skills at an early age is vital. Currently, there are few serious games for social skills training 
aimed at primary school pupils. A serious game does not only provide fun but a player can discover knowledge about himself. 
This paper presents a serious game named “A Day at School” that helps primary school pupils to develop social skills through 
an educational scenario. In this scenario, the hero of the game faces various situations during a usual day at school. The scenario 
deals with the situations of bullying, racism, and social awareness of children. By using the educational application, pupils discover 
appropriate behavior and get the first stimulus for acquiring their social skills. The serious game helps them to socialize and 
gain the basis to cultivate empathy, friendliness, and self-control. Primary school pupils and teachers evaluated the serious game. 
The results showed that teachers found that the game is suitable for teaching purposes and its graphical user interface (GUI) is 
appealing. 

Keywords: Serious games; Soft skills; Social skills; Educational games.

Introduction  
In the last decades, the use of Information and 

Communication Technologies (ICTs) for teaching 
and e-learning purposes has increased significantly 
[4][8]. Many governments have made large invest-
ments in equipping schools with smart computing 
devices and software tools (games, text, anima-
tions, video, and audio clips). In addition, the adop-
tion of e-learning services in teaching practices 
has spread rapidly. ICTs provide access to a wide 
range of e-learning resources, and thus pupils can 
improve their educational outcomes [21]. Also, the 
use of ICTs can reduce educational costs in the long 
run [6]. It can promote personalized teaching and 
better monitoring of pupils’ progress [8]. ICTs can 
increase pupils’ flexibility and autonomy while im-
proving their learning attitudes and experiences [6]. 
Furthermore, ICTs can be used to improve teaching 

materials and make e-lessons more comprehensive, 
engaging, and interactive [4] [13].

In the near past, technical skills (also known as 
hard skills) were the only skills required for profes-
sional employment. Nowadays, technical skills are 
not enough in the current workplace [3]. Soft skills 
are required as well. Soft skills include social skills 
which incorporate characteristics like empathy, 
self-control, socialization, and friendliness. ICTs can 
develop people’s soft skills which employers want 
from them [15]. There has been a lot of research ([2]
[3][15][18]) that focuses on the importance of soft 
skills in the workplace. In many cases, successful 
job placement depends on people’s soft skills, while 
technical knowledge plays a secondary role. As the 
workplace progressively seeks employees who are 
mature and socially well-adjusted, soft skills are val-
ued as the number one qualification for entering the 
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workplace successfully. Many studies such as [1][3]
[7][15][18] suggest that starting the development 
of soft skills at an early age is vital. For instance, at 
an early age, primary school pupils can play serious 
games aimed at their social skills training. Notably, 
primary school teachers are often unaware of the 
importance of soft skills and they cannot teach so-
cial skills lessons. Moreover, they are not aware that 
their pupils have not acquired proper soft skills. 
Discovery learning through serious games can solve 
this problem. Moreover, serious games, based on 
discovery learning, can help pupils to develop their 
social skills through experimentation and practice.

This paper presents a new serious game (named 
“A Day at School”) that helps primary school pupils 
to develop their social skills. Also, it presents its 
evaluation by teachers and pupils. 

Serious Games for Social Skills Training 
Social skills include verbal and non-verbal com-

munication such as speech, gesture, facial expres-
sion, and body language. In particular, they include 
the traits of humor, empathy, self-control, socializa-
tion, fierce personality, subtlety, friendliness, and 
body language [19]. They are interpersonal, human 
behavioral, or management skills necessary to ap-
ply technical skills and knowledge in the workplace 
[14] [22]. A person has acquired social skills if s(he) 
knows how to behave in social situations and under-
stands rules when communicating with others [7]. A 
lack of soft skills can ruin the promising career of a 
person who has the technical ability and work expe-
rience but not interpersonal skills [1][5][10].

In a school environment, empathy, self-control, 
socialization, and friendliness are important for cre-
ating and maintaining friendships. Interactions of 
children are not always smooth and a child must be 
able to use appropriate tactics to resolve conflicts. 
Also, children need to be ‘empathetic’. Empathy is 
the ability to understand (or feel) what another per-
son is experiencing inside. Self-control is the ability 
to control ourselves, our emotions, and our behavior 
by anticipating situations. This is how we get better 
results in our social relationships. With self-control, 
pupils can effectively deal with conflicts that may 
arise in a school environment. Socialization is a so-
ciological term that means the process of transmit-
ting to the individual the morals, customs, rules, and 

ideologies necessary for participation in society. 
Friendliness and friendship are important factors in 
the socialization of children and the development of 
healthy relationships. 

Teachers must be aware when their pupils have 
not acquired the necessary soft skills. In this case, 
pupils should be encouraged to improve their soft 
skills by reading books, attending classes, partici-
pating in activities to broaden their horizons, such 
as presentations and discussions, or playing games. 
In addition, soft skills courses could be integrated 
into curricula. However, current curricula are al-
ready overloaded with technical skills lessons. 

Serious games using discovery learning
A serious game includes elements of entertain-

ment combined with a practical dimension [20]. 
The main purpose of a serious game is not enter-
tainment, enjoyment, or amusement. Currently, the 
use of serious games for social skills development in 
the classroom is accelerating at a remarkable rate 
[23]. Pupils learn by playing serious games which 
can teach them social skills and concepts. Ref [23] 
is a systematic review that summarizes the current 
existing literature on social skill serious games for 
young people ages 5 to 19. A serious game can en-
hance the user’s experience through interaction in 
education, training, health, or interpersonal com-
munication [12] [23]. 

The most serious games are based on the dis-
covery learning approach. Discovery learning is 
an inquiry-based teaching method (related to con-
structivism) that focuses on understanding the 
structures and scientific principles of a subject mat-
ter [17]. Discovery learning is directly linked to our 
experiences, it arises from and is influenced by the 
context in which it takes place. Also, it results from 
experimentation and practice. Consequently, pupils 
can develop social skills through experimentation 
whereby they can build their knowledge in the do-
main of social skills and derive rules and conclu-
sions from the results of their experiences [23]. 

THE GAME: “A DAY AT SCHOOL” 
We developed a serious game, named “A Day at 

School”. In this game, the player is asked to move 
the hero of the game and find the best way to help 
friends and classmates in various situations such as 
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bullying, racism, etc. This educational application 
helps primary school pupils to develop their social 
skills through a simple educational scenario. By 
playing the serious game, pupils discover appropri-
ate behavior and get the first stimulus as a trigger 
for acquiring social skills. 

Design and Implementation
We developed the serious game by following 

the software design and development processes. 
Based on the discussion with teachers, we created 
the script and determined the functional and non-
functional requirements of the game. We designed 
the use case diagram with the main functions of the 
application with which the user interacts. We wrote 
the source code of the serious game by using the Py-
game and Pygame_GUI packages [9]. We created the 
graphics of the game by using the open-source ap-
plication Inkscape [11]. Figure 1 depicts the applica-
tion structure and system architecture.

Figure 1. Deployment diagram

The application connects to the input devices via 
the Simple Direct Media Layer, through which the in-
put events are received for management by the appli-
cation. The output devices give feedback to the player. 
In addition to the main functions, the application has 
less important functions for exporting and manag-

ing data from the SQL Database as well as Award ex-
traction. For the development of the application, we 
wrote the code by using the Python programming 
language, while we designed the prototype graphics 
by using an open-source editing application.

The Educational Scenario of the Game
The educational scenario takes place in a virtual 

primary school environment. In this scenario, the 
game hero faces various situations during a usual 
day at school. The scenario deals with the situations 
of bullying, racism, and social awareness of children. 
Bullying is the use of violence, verbal or physical, be-
tween children to cause fear, pain, or distress. Rac-
ism is the perception that people are not all equal to 
each other, but are divided into superior and inferior, 
distinguished either by skin color, ethnicity, religion, 
gender, or sexual orientation. Empathy is defined as 
identifying with another person’s situation and un-
derstanding his behavior, motivations, and needs.

Based on these situations (bullying, racism, etc.), 
we created an educational scenario. Through these 
situations, pupils are trained in empathy, self-con-
trol, socialization, and friendliness. The goal of the 
educational scenario is for the pupil to discover 
knowledge on his/her own in an explorative way. In 
this scenario, the pupil can think and explore which 
is the appropriate choice/option so that s(he) can 
earn the corresponding points. There are positive, 
neutral, and negative situations for the pupil to un-
derstand the correctness of the actions of the game 
hero by winning enough, a few or no points. At 
each step of the game, if the player has not won any 
points, an opportunity is given to try again. In the 
design of the educational scenario, there is positive 
feedback so that the player is motivated to interact 
positively and perform the required actions. There 
are no negative scores. All players may receive a 
prize in the form of a commendation. 

The educational scenario consists of six levels of 
training.

Analysis of Training Levels 
Each level concerns training in a different sub-

ject. At each level, possible options are proposed 
to the user, and s(he) is asked to decide which op-
tion/solution is the correct one and earns the cor-
responding points. At each level, the user is asked 
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to decide whether the hero will do the right thing or 
not. Below, we analyze each level.

Level 1: Socialization on the way to school 
(Socialization - Empathy)

At the traffic light (located near to school) our 
game hero sees a classmate on the street. The class-
mate is sitting in a wheelchair and cannot activate 
the pedestrian crossing to cross the street. What the 
hero should do? There are three options:

1.	 He approaches the traffic light to activate it. 
Therefore, he can cross the street and contin-
ue on his way, not caring about his classmate.

2.	 He approaches the traffic light to turn it on. He 
helps his classmate to safely cross the street 
and takes her to school.

3.	 He carelessly passes the traffic light without 
helping and continues to school.

Figure 2. The hero is ready to help (Level 1)

Level 2: School violence - bullying in the class-
room (Friendliness - Self-control)

As classmates leave the classroom, some of them 
knock down a classmate. What the hero should do? 
There are three options:

1.	 He goes to his classmate and remarks to the 
others that violence is not the solution.

2.	 He walks out of the classroom, wondering if 
he should talk to the teacher.

3.	 He goes over to his classmate and mocks him.

Figure 4. The pupil is asked to decide what the hero will do 
(Level 2)

Level 3: Distinctions between pupils at recess 
(Empathy - Friendship)

While the hero is with his classmates (next to 
them), he notices an isolated child being made fun 
of. What the hero should do? There are three op-
tions:

1.	 He approaches the child and tells him to join 
the group.

2.	 He approaches the child and tells him that he 
should just sit there since they do not want 
him in their group.

3.	 He goes to the dining room for his lunch. He 
hopes to find his teacher.

Figure 3. Successful completion of Level 1
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Figure 5. The hero is ready for action (Level 3)

Level 4: At meal-time (Empathy - Friendship)
The hero observes that a child is sitting without 

eating. What should the hero do? There are three 
options:

1.	 Ηe approaches the child and discreetly gives 
some of his food. He tells to the child to talk 
about its problem to the teacher.

2.	 Ηe approaches the child and shouts “Why are 
you sitting here if you have nothing to eat?”

3.	 He leaves the dining room to the stadium to 
talk to the teacher.

Figure 6. The hero helps his classmate (Level 4)

Level 5: Distinctions between pupils in gym-
nastics (Empathy - Friendship)

A classmate cannot cope in sports and sits in the 
stands. What should the hero do? There are three 
options:

1.	 He approaches his classmate and tells him 
that it’s okay if he can’t play but if he wants he 
can be a referee.

2.	 He approaches his classmate and tells him 
that since he cannot play, he shouldn’t take 
part in gymnastics.

3.	 He leaves to go to his classroom and get ready 
for leave from the school.

Figure 7. The hero is ready to help his classmate in the stands 
(Level 5)

Level 6: School violence-bullying (Friendli-
ness - Self-control)

In this training level, the hero is the victim of ver-
bal bullying by a group of kids. What the hero should 
do? There are three options:

1.	 He thinks he should not pay attention and 
leaves for his house heading for the park.

2.	 He returns to school to inform his teacher and 
the Principal.

3.	 He approaches the group of children and re-
plies by mocking them. Then, he leaves to-
wards the park.
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Figure 8. The hero is verbally bullied (Level 6)

EVALUATION OF THE GAME 

Methodology
Teachers and pupils evaluated the game. Twen-

ty-six (26) teachers of primary school education 
evaluated the game. Also, 28 primary school pupils 
participated in the evaluation process (57.1% were 
boys and 42.9% were girls). Among them, 7.1% were 
pupils in Primary Class A, 7.2% in Primary Class B, 
14.3% in Primary Class C, 14.3% in Primary Class 
D, 35.7% in Primary Class E, and 21.4% in Primary 
Class F. The evaluation took place online from March 
14, 2021, to March 20, 2021. For the evaluation of 
the game, we used questionnaires with metrics and 
Likert scales [16]. One questionnaire for teachers 
(see Table 1 in Appendix) and two questionnaires 
for pupils (see Tables 2 and 3 in Appendix) were 
distributed by email to investigate the subjective 
satisfaction of teachers and pupils. Teachers and pu-
pils completed their questionnaires online through 
a free form creation service. 

Table 1 shows the Questionnaire and the teach-
ers’ responses (%) per question. Table 1 includes 
questions about the teachers’ experience with seri-
ous games, the design, and the educational scenario 
of the game, whether the intentions of the game are 
clear. Finally, this questionnaire asks the teachers’ 
opinions about the effectiveness of the serious game 
and its possible integration into the teaching pro-
cess.

Pupils were asked to answer questions before 
and after the playing of the game. The evaluation in-
vestigates:

•	 The experience of teachers and pupils in seri-
ous games, and how much they have been in-
volved into the educational process.

•	 The effectiveness of the application on pupils, 
(i.e., whether they learned through the game).

•	 The suitability of the application for use in the 
school environment.

•	 The usability in terms of ease of use.
•	 Accuracy in the design of the application con-

cerning the scenario and the topic it deals 
with.

•	 User satisfaction with the design of the ap-
plication environment (i.e., graphics, sounds, 
etc.).

The first Questionnaire (Table 2) asks pupils 
questions about whether they play computer games 
and whether they have played serious games. Pu-
pils were asked to answer how they would behave 
in certain situations. In the second Questionnaire 
(Table 3), some questions are asked again to find 
out if a pupil has learned through the game, and ad-
ditional questions are asked about the usability and 
design of the game. The Likert scale was not used 
in the pupil questionnaires because this would con-
fuse them due to their age.

Results Analysis 
Teachers: A large percentage (84.6%) of teach-

ers had no previous experience with serious games. 
However, they understood the purpose of the game. 
They found that the design of the graphical user 
interface (GUI) is appealing to pupils, and consid-
ered it suitable for education. Regarding the design 
of the game, 92.3% of the teachers answered that 
they would not change anything, with the remain-
ing 7.7% concerning the graphics. Regarding the 
effectiveness of the app, teachers were completely 
confident or almost confident that the app can raise 
pupils’ awareness and develop social skills (Fig-
ure 10). A small percentage of teachers could not 
answer with certainty about the suitability of the 
application for use in the educational process. Al-
most 70% agreed with its suitability (Figure 10). 
Regarding the suitability of the serious game for the 
development of social skills, 69.3% of teachers con-
sidered it suitable (or rather suitable) with the re-
maining percentage expressing doubt (Figure 10).
In terms of the accuracy of the game and the 
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scenario, this was considered to be understood 
by all teachers with almost half of them stating 
this with absolute confidence. With the same 
results, the approach to the topics dealt with in 
the game was judged to be apt. Still, 92.3% felt 
that the design matched the scenario, with only 
a small percentage of doubt. 

In terms of user satisfaction, teachers found the 
design of the game to be appealing to the children’s 
interest and the flow would not tire the user. More-
over, they did not suggest any change in the design 
of the game.

Pupils: Most of the pupils did not know the term 
“serious games” but they understood what the 

Figure 9. Use of serious games by teachers and pupils

Figure 10. Teachers Effectiveness - Suitability of the application 
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teaching purpose of the game was. The pupils had 
not used serious games at all or were not sure about 
it (Figure 9). Among the pupils, after the game, 
92.9% said that they now know what bullying is, 
that they have understood what discrimination be-
tween people is with 71.4%. 85.7% responded that 
they know what to do if they are bullied and with 
the same percentage that the game helped them to 
understand how to deal with different situations 
(Figure 11).

All pupils said that: (1) they should help those in 
need; (2) they would help a classmate at school; and 

(3) they would inform their teacher (Figure 12). 
Before pupils play the game, only 21.4% said they 
knew what school violence was. 78.6% were unable 
to say for sure. 85.7% were not sure about discrimi-
nation between people, while 14.3% did not know. A 
percentage of 71.4% and 78.6% said they were not 
sure if they would help a classmate at school with 
the remaining percentage being sure they would. 
Concerning bullying, 85.7% said they were not sure 
what to do if they were bullied with the remaining 
percentage split between those who either knew or 
did not know. After playing the game, most pupils 

Figure 11. Effectiveness on pupils - Before and after playing the game

Figure 12. Effectiveness on pupils - Before and after playing the game
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answered positively to all the above questions. All 
of them found that the game is easy to handle, with 
useful help provided. 

By analyzing the above results, we conclude:
•	 Serious games have not been integrated into 

the educational process or widely accepted. 
The highest percentage (84.6%) of teachers 
had not used a serious game so far. The highest 
percentage of pupils was not sure if they were 
aware of serious games even though all pupils 
have played computer games before. Even if 
they have played a serious game, they were not 
sure about the term called “serious game”.

•	 The game is effective as it convinced the 
teachers that it can raise awareness of social 
issues among pupils. By playing the game, pu-
pils clarified the concepts of bullying and rac-
ism. It convinced them that they should talk 
to their teacher about all the issues addressed 
in the game. Moreover, although before the 
game, most of the pupils were not sure how 
they would help a classmate. After playing it, 
all of them answered positively. Therefore, the 
developed game helped them to socialize and 
gain the basis to cultivate empathy, friendli-
ness, and self-control.

•	 The game is suitable for integration into the 
educational process (with almost 70% cer-
tainty) because the majority of teachers evalu-
ated it with absolute (or relative) confidence. 
All the teachers were convinced that serious 
games are suitable for the development of so-
cial skills.

•	 The game is easy to play and attractive to us-
ers. The provided help system is satisfactory 
for pupils. 

•	 The GUI of the game is satisfactory. 
•	 The educational scenario is complete for ad-

dressing the issues of social skills training. It 
is appropriate and easy to understand by the 
teachers, which was reflected in the pupil’s re-
sults after using the game.

•	 The purpose of the game has been achieved to 
a large extent. Some of the pupils may not have 
understood the social concepts dealt with in 
the game. However, after playing the game, 
all of them answered that they would help a 
classmate and would talk to their teacher.

CONCLUSION 
This paper presented a game called “A Day at 

School” that is effective for primary school pupils 
for social skills training. Teachers found the educa-
tional scenario (script) appropriate. Moreover, they 
would like to integrate this game into the e-learning 
procedure. Also, pupils liked the game, understood 
the educational scenario of the game, and respond-
ed positively to what the game aimed to teach them. 
By using this game, pupils were triggered to develop 
and strengthen the social skills they discovered by 
using it. 

Soon, we will expand our game by developing 
chapters with sub-levels where the user would se-
lect a category to be trained in other social skills sub-
jects. We will develop an integrated platform to train 
primary school pupils in all social skills. Finally, we 
aim to use more effective graphic design capabilities 
that will enable the game even more attractive.
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APPENDIX: Questionnaires for teachers and pupils

Table 1. Teachers: Results of their Questionnaire

 Reply
Question

I agree
(%)

I guess
I agree
(%)

I am not 
s u r e /
c e r t a i n 
(%)

I guess
I disagree 
(%)

I disagree
(%)

1.	 Have you ever played a serious game before? 15,4 - - - 84,6
2.	 Do you think is easy to understand the game sce-

nario? 53,8 46,2 - - -

3.	 The design of the game is attractive to attract the 
interest of children? 100 - - - -

4.	 Do the game flow and design tire the user? 76,9 23,1 - - -
5.	 Does the design of the game match the script? 61,5 30,8 7,7 - -
6.	 Is it clear that the game wants to raise social aware-

ness among children? 38,5 53,8 7,7 - -

7.	 Is it clear that the game wants to make children 
aware of discrimination between people? 53,8 38,5 7,7 - -

8.	 Is it clear that the game wants to make children 
aware of bullying? 53,8 38,5 7,7 - -

9.	 Is it clear that the game will give children the op-
portunity to develop social skills? 46,2 53,8 - -

10.	 Is the game’s approach to the issues it addresses 
apt? 84,6 15,4 - - -

11.	 Could the game be integrated into the teaching pro-
cess? 30,8 38,4 30,8 - -

12.	 Do you believe that serious games can help develop 
social skills and attitudes? 30,8 38,4 30,8 - -
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Table 2. Pupils: Results of the first Questionnaire

Reply
Question

Y e s 
(%)

I am not sure/
certain
(%)

No
(%)

1.	 Have you ever played a serious game before? - 28,6 71,4
2.	 Have you ever played video games before? 100 - -
3.	 Do you know what school violence/bullying is? 21,4 78,6 -
4.	 Do you know what discrimination between people is? (racism) 14,3 85,7 -
5.	 Do you think we should help those in need? 92,9 7,1 -
6.	 Would you help a classmate if s(he) was being made fun of at 

school? 28,6 71,4 -

7.	 Would you help a classmate if s(he) was being beaten at school? 21,4 78,6 -
8.	 Do you know what to do if you are subjected to school violence 

or bullying at school? 7,15 85,7 7,15

Table 3. Pupils: Results of the second Questionnaire

 Reply
Question

Y e s 
(%)

I am not sure/
certain
(%)

No
(%)

1.	 Do you know what school violence/bullying is? 92,9 7,1 -
2.	 Do you know what discrimination between people is? (racism) 71,4 28,6 -
3.	 Do you think we should help those in need? 100 - -
4.	 Would you help a classmate if they were being made fun of at 

school? 100 - -

5.	 Would you help a classmate if they were being beaten at school? 100 - -
6.	 Do you know what to do if you are subjected to school violence 

or bullying at school? 85,7 14,3 -

7.	 Would you inform your teacher if a classmate was being beaten 
at school? 100 - -

8.	 Would you inform your teacher if there was discrimination be-
tween children in your school? 100 - -

9.	 Would you inform your teacher if you saw that a child from 
school was in serious trouble? 100 - -

10.	 Do you think the game helped you to understand how to deal 
with different situations in your school and to be more socially 
aware/sensitive?

85,7 14,3 -

11.	 Did you like the images and colors of the game? 71,4 28,6 -
12.	 Was the game easy to use? 100 - -
13.	 Was the help in the game understandable? 100 - -
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Abstract: The paper deals with the problems of modeling speech recognition systems. The authors proposed to use the mechanism 
of linguistic anticipation in the speech recognition systems. It is known that anticipation is a kind of phenomenon of anticipatory 
reflection, which can provide an opportunity for the subject to “look into the future.” Anticipation is believed to be an effective 
method of improving reading technique in children as it enables to increase the speed of reading [1]. The similarity of the learning 
processes of the human brain and artificial neural-like algorithms allows to suggest that the inclusion of anticipation mechanisms 
into the operation of the speech recognition algorithm can improve the quality of the system. The paper presents the experiment 
carried out with the purpose to study the probability of increasing the quality of modern speech recognition systems provided that 
linguistic anticipation is embedded into such a system. The obtained results are discussed and possible directions for further work 
on this topic are considered. 

Keywords: natural language processing, speech recognition systems, language models, anticipation.

Introduction  
The term “anticipation” (lat. anticipatio) is 

known to be introduced into scientific discourse 
by V. Wundt [2] in 1880. There are other decigna-
tions for this mental mechanism, among which the 
following are the most well-known in Russian sci-
ence: “ustanovka” (readiness to foresee and to ex-
pect future events) (D.N. Uznadze), “probabilistic 
forseeing” (I.M. Feigenber) and “anticipatory reflec-
tion” (P.K.Anokhin). However, today it is the antici-
pation that can be considered an umbrella term for 
“forward vision” (the literal translation of the word 
“anticipation” from Latin). 

B.F. Lomov and E.N. Surkov (1988) define an-
ticipation as “the ability to act and make certain 
decisions with a certain time-spatial anticipation 
in relation to expected future events” [3]. We agree 
that this definition of the psychological mechanism 

of foreseeing is rather exact, but it describes antici-
pation on the whole while we are interested in the 
so-called linguistic (language) anticipation, which 
is a special manifestation of the universal mecha-
nism i.e. the effect of the subsequent language form 
on the form preceding it in the sequence. Linguistic 
anticipation allows you to predict the content of the 
text by the name, surname of the author, epigraph, 
etc., as well as to restore the missing elements of 
the text and guess the author’s train of thought. An-
ticipation is considered an effective way of teaching 
reading techniques, because with systematic train-
ing children learn to guess a word by initial letters, 
a phrase by initial words, the content of the text by 
initial phrases, which significantly accelerates the 
pace of reading.

In our study, we made an attempt to consider the 
possibility of embedding the mechanism of linguis-
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tic anticipation into speech recognition systems. It 
is known that the creation of a reliable speech rec-
ognition system resistant to noise with a low error 
rate is one of the urgent tasks of modern robotics 
[4]. For the solution of this task it is necessary to in-
volve data from applied linguistics, neurolinguistics 
and psycholinguistics.

Over the past decades a large number of speech 
recognition systems have been designed. On the one 
hand, there are commercial projects, such as Micro-
soft Speech-To-Text [5], Google Speech API [6] and 
Yandex SpeechKit [7]. On the other hand, there are 
also open source systems that allow you to control 
the recognition parameters yourself and integrate 
yourself into a third-party software. Among open-
source recognizers there are such systems as Mozil-
la DeepSpeech [8], Kaldi [9], CMU Sphinx [10]. The 
main difference between open-source systems and 
commercial ones is their autonomy (independence 
from Internet connection), anonymity (achieved 
through source code control), as well as flexibility 
of settings.

However the systems mentioned above have cer-
tain problems with speech recognition often inferi-
or to commercial ones in quality. This is quite under-
standable since large human and financial resources 
are spent on the development and maintenance of 
commercial systems. They have large client bases 
which allow to make algorithm configuration more 
effective. Companies such as Yandex can afford to 
distribute micro-tasks for training their systems to 
the user community through services such as “Yan-
dex.Toloka” [11].

Problem Formulation
One of the most popular ways to improve and 

configure speech recognition systems with source 
code is to modernize the dictionary [12] and the 
language model of the system, because these “out 
of the box” entities are actually not suitable for use 
and they in its turn play a very important role in the 
recognition process.

In the course of early studies [13] it was revealed 
that the CMU Sphinx system achieved the best per-
formance indicators when using medium-volume 
language models. But due to the fact that the medi-
um-volume model is inherently built for a specific 
subject area, it can be concluded that for the correct 

operation of the system it is necessary to use several 
language models that are connected as needed.

Based on the definition of linguistic anticipation 
given above we understand the anticipation as a pre-
dictive process of loading language models into the 
speech recognition system relative to the intended 
stage of the conversation. We call a language model 
a set of coefficients formed during the training of a 
classifier, forming a probability distribution on a set 
of dictionary sequences [14].

In the course of the study three algorithms for 
simulation of anticipation were developed:

1) based on the classification of texts,
2) based on the transition probability matrix,
3) based on the dialog scheme.
The algorithm based on the classification of the 

texts is based on the idea that in the phrase uttered 
by a person in most cases there will be hints (per-
haps difficult to notice) on the subsequent topic of 
the dialogue. The idea was put forward to use a clas-
sifier [13] which is given the last recognized phrase 
at the input, and at the output the classifier shows 
which of the language models the current phrase 
belongs to. It also shows the probabilities of corre-
lation between the phrase and the subsequent lan-
guage model. 

The basis of the algorithm of the transition prob-
ability matrix was Markov chains [15]. The math-
ematical model of a Markov chain is based on the 
probability matrices of transitions of the system 
into possible states at each of the steps. In our case 
we take the existing language models as states, i.e. 
we have six states. It is supposed to build a transi-
tion matrix, where each cell of the matrix means the 
probability of transition to the next step from model 
to model.

The algorithm based on the dialog scheme [16] 
is the least labor-intensive from the point of view 
of implementation, but also the most unpredictable 
from the point of view of the result. To ensure the 
effectiveness of this method, it is necessary to cre-
ate a reference scheme of the dialog, which is based 
on the language models loaded into the recognition 
system one at a time.

Experiment and ITS Results 
The aim of the study was an experimental inves-

tigation meant to measure the performance of vari-
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ous speech recognition systems. Standard and pre-
dictive algorithms for using language models based 
on industrial volumes of data were chosen for the 
experiment. The initial data for building model were 
taken from the project “Open speech to text”, pub-
lished in May 2019. The collected data include 10 
thousand hours of annotated oral speech collected 
from various Internet sources, such as books, calls, 
YouTube videos, etc. (a total size of over 600 giga-
bytes).

The test data for the experiment was a thou-
sand pre-dictated audio files. Metrics such as WER 
and RTF were used to measure the performance of 
systems [17]. The Word Error Rate (BER), or error 
measure, was implemented to evaluate the accuracy 
of the recognition system and is described by Equa-
tion 1.

	 ,	 (1)
where I is the number of inserted characters, D is 
the number of deleted characters, S is the number of 
replaced characters, N is the number of characters 
in the recognized word. Since in some cases the nu-
merator value may be greater than the denominator 
value, the WER value can be greater than 1.

The RTF metric in turn is used to estimate the 
time spent on speech fragment recognition. RTF is 
described by equation 2 and is the ratio of the time 
spent by the system on recognition. The TPP length 
of the audio file is given in seconds LEN.

	 	 (2)
In the experiment the performance indicators of 

three autonomous speech recognition systems were 
compared. They are:

1) CMU Sphinx,
2) Kaldi,

3) Mozilla Deep speech.
The record of the experiment is presented in Ta-

ble 1.
During the experiment it was revealed that the 

methods of constructing and using language models 
based on anticipation show a positive result only in 
the case of the CMU Sphinx system. The other sys-
tems worsen the indicators. Therefore one can make 
the following conclusion: 

1) The CMU Sphinx system is based on fairly old 
speech recognition algorithms and therefore reduc-
ing the training sample for a given context has a pos-
itive effect on its operation.

2) More modern systems, such as Kaldi and 
Mozilla, are able to work with large training sam-
ples. A decrease in the sample size generally has a 
negative effect on classifying systems [18-20].

3) When teaching on large samples, which hap-
pens in modern systems, some patterns of dialogue 
development are taken into account “automatically”.

Table 1 shows that the usage of Kaldi system 
demonstrates the best results. The percentage of 
recognition errors for it was only 19%, and the indi-
cator of the time spent on recognition is considered 
practically a reference for open source systems.

Conclusion
During the experiments a rather contradictory 

result was obtained. On the one hand, the use of an-
ticipation for some systems gives a positive effect as 
expected. On the other hand, for more modern sys-
tems the effect is absent or may even be regarded 
as negative. In addition, the probability of errone-
ous recognition at 19% is still high enough to talk 
about the applicability of the system in real condi-
tions. In addition, it can be noted that, for example. 
CMU Sphinx gives a better result using the transition 
probability matrix than Mozilla DeepSpeech with-
out anticipation. This suggests that it is possible to 

Table 1 – The results of the experiment

System CMU Sphinx Kaldi Mozilla DeepSpeech
Metric WER RTF WER RTF WER RTF
The original algorithm 0.79 3.2 0.19 1.1 0.48 1.6
Based on text classification 0.32 1.7 0.30 1.0 0.49 1.6
Based on the transition probability matrix 0.29 1.7 0.28 1.2 0.48 1.5
Based on the dialog scheme 0.47 1.6 0.69 1.1 0.59 1.6
WER: less is better.
RTF: Less is better.
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create more advanced anticipation mechanisms and 
more advanced mechanisms for embedding the an-
ticipation model into the speech recognition mecha-
nism.

One of the solutions to this problem, in our opin-
ion, can be a formalized representation of the sub-
ject model, presented in the form of the graph which 
can explicate the denotatum structure of a unit of 
speech. The algorithm for generating such a graph 
was developed by the famous Russian linguist Ana-
toly Ivanovich Novikov [21]. In the future, this algo-
rithm was adapted for machine use [22], and at the 
moment there is reason to believe that the modeling 
of future speech recognition systems will be based 
on the mechanisms of anticipation, which, in turn, 
will be based, among other things, on a model of a 
specific subject area.
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Abstract: When we look at the current situation in the world we can see that world shifts into digital era. This means, it will also 
influence the learning and educational section. In this science paper we will analyze e-learning platform architecture, propose 
architecture based on the teaching process and perform comparative analysis of leading e-learning provides. 
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Introduction  
When we look at the current situation in the 

world we can see that world shifts into digital era. 
This means, it will also influence the learning and 
educational section.

We can narrow down few of the advantages and 
disadvantages researched with students and their 
professors.

Benefits are that lectures are being recorded and 
posted for the easy access for students. Also, anoth-
er benefit is that students could reach teacher and 
professors at any time. Response from professor 
and teaching stuff was in time and with consultation 
provided. Another benefit is that location is totally 
irrelevant, so the approach was flexible for most of 
the students and professors.

Disadvantages are lack of social interaction in 
term of everything was done online. There is certain 
physical need to be established between people in 
general so the same goes for the teachers and stu-
dents.

Techniques being used in e learning were the 
same as in face to face class rooms. This means, lec-
tures, exams and essays were being organized on-
line. When it comes to lectures, benefit was that it 
was being streamed and recorded at the same time, 

which helped students to pick up some stuff they 
missed or some issues were overlooked and this 
way they could rewind or go back to part of the lec-
ture they needed to get explanation. 

From the part of submitting essays, this was simi-
lar process as it was before. Students were already 
used to send written essays to the professors, so in 
e-learning this process was not changed at all. 

However, from the part of exam or taking exam 
process, this required some adjustments. For exam-
ple, if exams was structured in real face to face situ-
ation, now it needed to be stricter as online, profes-
sor has no influence on the student environment. Of 
course, this was also being possible to track by hav-
ing included online camera, and with camera with 
sound on, professor or teaching stuff, had possibil-
ity to overview the exam process. Another benefit 
of e-learning is screen sharing, as with this method 
interaction with students on exams or labs, was al-
most the same as in real face to face situations.

With this being said, facts that points to e-learn-
ing, has proven that new digitalization era is already 
in place, and that e-learning provides similar or 
same effects as regular face to face learning process.

Factor that is important for e-learning to be suc-
cessful is the modernization and fact that students 

104        Journal of Information Technology and Applications        www.jita-au.com



E-Learning Platform Directions and Future Expansion With Case Study	 JITA 11(2021) 2:104-109 

in their early age have learned how internet is being 
searched and how to use different kind of applica-
tions. They are also familiar with capability of re-
trieving desired information over internet and how 
to work with various forms of documents.

Depending of area where e-learning can be im-
plemented, providing knowledge without limits 
from seafarers and providing centralized certifica-
tions for example with using Moodle [1], to concepts 
of providing e-learning in space program [2]. 

Here we will analyze e-learning tools architec-
ture, their structure and how they are helping im-
proving learning process.

Architecture of E-Learning Platform
When human society begin their innovation era, 

they basically imitated forms in nature and around 
us. This has helped from the early stage such as Da 
Vinci innovations like flying machine, to help hu-
mans advance and prosper.

Same thing applies to the e-learning platform. To 
have successful e-learning platform that fulfills its 
goal, we need to imitate the learning process in edu-
cational systems.

Structure is to have entities or objects such as 
classrooms, subjects and some form of chat interac-
tion.

Entities are designed based on the domain level 
they present, with properties as holders or keep-
ers of the values in the right form. Within concept 
of domain, processes must be executed in right way 
where the relationship between entities and do-
mains should provide the real life examples.

Relationships between entities should follow 
loose coupled principle, where based on the poten-

tial growth of e-platform, should be enough flexible 
to implement new concept needed to follow learn-
ing concepts.

With chat interaction, we can solve everything. 
We just add the entities such as students, location or 
classroom and subject for what chat relates to. Also, 
email is another tool that also is being added to e-
learning platform. Scheduling or appointments for 
calendars makes automation to perfection, as the 
students and professors can organize the learning 
activities. 

Regarding storing data we can use document ori-
ented databases or we can use relational database 
systems. For example, one of the e-learning provid-
ers Udemy is using document oriented database 
called MongoDB, and other e-learning provider such 
is Codeacademy is using SQLite as one of the data-
bases.

We can use advantage of new database concepts 
for storing large data volumes [3], however this all 
depends on how we want to scale learning content 
including tests and certification data.

Types of E-Learning Platforms
We can divide e-learning platforms based on dif-

ferent criteria. For example, one important criteria 
is financial criteria. In this way we can say there:

-- Free (open source) 
-- Paid (commercial)

If we look by the type of access we can divide 
into:

-- Computer/Device based (offline)
-- Online (internet/cloud) based

If we look by the type of usage criteria we can say:
-- Company based (for employees)
-- Massive Open Online Courses (MOOCS)

When we look at financial aspect, it is pretty sim-
ple to recognize what are the benefits. However, just 
because it is free, it doesn’t mean it has less quality, 
but it has tendency of having non-assigned adminis-
trators or teams that are supervising the quality of 
the learning content. On the other hand, paid cours-
es have this advantage, as they can finance these re-
sources.

Type of access of the learning platform we can 
say that everything that is offline and can be ac-
cess by the computer or device (mobile), it has the 
benefit of using it where there is no access to the in-Fig. 1. Architecture of e-learning platform
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ternet. This now is not that much of importance as 
most of the online courses can be downloaded as of-
fline content, so it can be viewed later in the offline 
environment.

Types of usage in the term of who are teachers 
and students, we can say that companies where we 
can have also other instructions such as schools or 
universities, have dedicated teachers and learning 
content is restricted to the audience such as em-
ployees or students. One very important e-learning 
type of platform, which is gaining significant market 
share in the e-learning community is MOOCS. They 
have been constructed in the way that teacher can 
be student and student can be teacher. There are 
different types of content validation if the learning 
content is good or not. One of the main criteria is the 
reviewing system by the students, which have been 
proven as one of key value to recognize if course 
provides value to the students.

Udemy Case Study
Here we will address Udemy as one of the leaders 

in the e-learning platforms. Udemy is not that old 
(started by getting funding in 2010) company which 
has started their platform with only one course 
and it was a video they published on the YouTube 
platform. In Udemy, they wanted to solve one prob-
lem and it is called “chicken-egg” problem. By this, 
people from Udemy, didn’t know how to get teacher 
to create and publish their courses on the platform 
where are not students, and they didn’t know how 
to get students on the platform that has no teachers 
with courses.

Interesting was how they manage to use out-
sourcing platform called ODesk (previous Upwork), 
where they managed to reach to each freelance 
which had different skills, in order to get them to 
start a course from their branch on Udemy platform. 
This later proved to be huge success in getting the 
right teacher and by having the right learning con-
tent, they managed to get students to enroll in these 
courses.

Udemy had a opportunity to start with business 
to client B2C model but later switched to the busi-

Fig. 2. Number of students on e-platforms in millions
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ness to business B2C model [4]. Also Udemy has 
some courses for free, and this bring more students 
to the platform itself. With this approach, and by 
previously mentioned types of e-learning platform, 
we can see that Udemy has mixed different types 
into hybrid model, and by doing this approach has 
made a huge success and became a one of the lead-
ers in e-learning business market. 

For comparison, Udemy in 2015 had 8 million 
students, 32 000 courses and 18 000 teachers [5].

Today, Udemy in 2021 has 44 million students, 
143 000 courses and 65 000 teachers. 

Below is the chart of comparison with other 
popular e-learning platforms in term of quantity of 
courses provided on each of them. 

Fig. 3. Number of courses on e-platforms

As we can see on the graph above, Udemy is leader 
in providing the absolute biggest number of courses 
on e-learning platform. Following is Skilshare e-

learning platform with 27 000 courses, Lynda with 
14 000 courses, then Pluralsight and Coursera with 
aproximalty 3000 courses, Codeacademy with less 
than 2000 courses, Datacamp and Udacity respec-
tively with 350 and 200 courses. 

To analyze more deeply, here are the description 
in the table of pricing models and coverage of topics.

As we can see in the table above, pricing models 
are pretty similar except for some e-learning provid-
ers like Udacity where courses have period of couple 
of months to be attended. However, some providers 
also provide cooperation with Universities such is 
Coursera, where you can also enroll in degree pro-
gram and earn an official university degree. When 
it comes to topics of courses, they also tend to be al-
most the same except for some e-learning providers 
like Pluralsight, Datacamp and Codeacademy, which 
are specialized in certain topics like coding and da-
tabase development. 

Another comparative analysis needed to be done 
in order to get more information are number of stu-
dents attending each of e-learning platforms.

Table 1. E-learning pricing models and coverage of topics

Name Pricing model Coverage of topics

Udemy 0-199$ (mostly they are at 12$) Best Selling, Development, Design, Business, Personal Development 

Skillshare 32$ monthly Animation/Creative, Business/Marketing, Lifestyle/Productivity

Lynda $25 monthly Business, Creative, Technology 

Pluralsight $35 monthly Technology/Development

Coursera 30$-80$ monthly Data Science, Business, Computer Science, Personal Development, Information 
Technology, Language Learning, Health, Social Sciences, Math and Logic, 
Physical Science and Engineering, Arts and Humanities

Codeacademy 40$ monthly IT/Development

Datacamp 29$ monthly Database/Data Development

Udacity 718$- 2154$ Programming and development, Artificial Intelligence, Cloud Computing, Data 
Science, Business, Autonomous Systems, Career/Personal Development

Fig. 4. Number of students on e-platforms in millions
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On the graph above is presented the number of 
students in millions on e-platforms, where we can 
see disproportional numbers to the previously pre-
sented number of course categories and prices. For 
example, Coursera [6] has the highest number of 
students, 87 million enrolled in their course but the 
number of courses are 3000 compared to Udemy 
which has 65000 courses and 44 million students 
enrolled. However, what is symptomatic that with 
Coursera students can pursue the university degree 
and with Udemy it is not possible. 

Another example which can prove paradigm that 
number of courses are not valid factor for gaining 
students is Codeacademy [7], which has 45 million 
students with nearly 2000 courses. This proves that 
niche e-learning platforms are also viable in provid-
ing value, knowledge to students and contributing 
to the e-learning market share. 

Another conclusion what can be reached from 
these comparative analysis is that Udacity [8] with 
high pricing courses has 11.5 million students. We 
need to mention that this e-learning platform has 
accomplished that success with 200 courses. 

Conclusion
E-learning has proven to be mandatory part of 

human society. Pandemic that unfortunately oc-
curred in 2020/2021 has just pushed the limit of in-
troducing knowledge to students. With understand-
ing fast developing technology, we should embrace 
the new methods of grasping knowledge and shar-
ing the knowledge with others.

In this science paper, was researched the future 
possible development of e-learning platforms, also 
was analyzed the current e-learning leaders with 
their various approaches, including number of 
courses, financial models and knowledge areas that 
are being covered.

We can conclude that e-learning has bright fu-
ture, with making students grasp knowledge in easy 

and understandable way. Also, teachers are assimi-
lating to the new technologies, using it to provide 
quality content for students and taking advantage of 
the e-learning platforms to make it possible to vali-
date students’ knowledge and track progress of each 
student.
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Abstract: This paper presents a new approach to software application development using a graphical interface. The approach is 
based on a combination of drag and drop elements and logic based on the model’s own concept. Low code platforms and principles 
have been developed and are still being developed precisely to enable the rapid creation and use of applications that meet all the 
special needs and requirements of various organizations. No code platforms allow professionals and laymen to create applications 
via graphical user interfaces without any prior knowledge or qualifications in programming. However, code platforms are closely 
related to low code platforms because they are both created with a similar goal, based on a very similar way of working and almost 
the same principles of operation. Many vendors point out that the future of software development is based on configuration, not 
program. We believe that eliminating code is one way to bring development to higher standards in application development. One of 
the biggest advantages of the LC/NC platform is that they allow us to take advantage of innate problem solving and human skills by 
removing at least a significant number, if not all barriers to implementing software solutions in today’s software world. 

Keywords: low code, no code, visually integrated development environment, low-skilled people, professional developers.

Introduction  

Low code/no code is an approach to software ap-
plication development using a graphical interface. The 
approach is based on a combination of drag and drop 
elements and logic based on the model’s own concept. 
This approach aims to increase the number of those 
developers who can participate in the processes of cre-
ating and using software to achieve a business goal or 
facilitate some part of the business process.

Development low code platforms are called visu-
ally integrated development environments (IDEs).

The approach to software application develop-
ment according to the low code/no code concept 
generally follows the following steps: request deter-
mination, API selection, workflow creation, applica-
tion development, data model, user interface using 
visual IDE, API connection, SQL queries custom soft-
ware solution, software user acceptance testing, ap-
plication publishing and upgrading as needed.

Development using the low code/no code plat-
form helps low-skilled people to create applications 
or some of its components, without the need for the 
participation of professional developers. Low code 
development is also beneficial to professional de-
velopers, as it shortens the time needed to develop 
projects and opens up the possibility for them to 
distribute parts of their projects to low-skilled staff.

Low code
Low code development platform offers a work-

ing environment for creating applications using a 
graphical user interface, instead of traditional pro-
gramming. The low code approach to application 
development reduces the amount of programming, 
enabling accelerated application development and 
delivery. The benefit of this approach is that a much 
larger group of people can participate in the devel-
opment of the application.
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Low code platforms come from fourth-gener-
ation programming languages and tools for rapid 
application development. Similar to their predeces-
sors, low code platforms are based on the principles 
of model-based design, automatic command genera-
tion, and visual programming. Low code platforms 
came into use in 2011. The term “low code” was first 
used on 9 June 2014 by Forrester Research.

Increasing the need for automation and constant 
new applications for all types of business processes 
places a requirement on developers to create spe-
cific applications that are tailored to the specific 
needs of each organization individually. Low code 
platforms and principles have been developed and 
are still being developed precisely to enable the rap-
id creation and use of applications that meet all the 
special needs and requirements of various organiza-
tions.

Some of the well-known platforms for low code 
development are:

•	 Quixy
•	 Visual Lansa
•	 Creatio
•	 GeneXus

•	 Appian
•	 Salesforce Lightning
•	 OutSystems

No code
No code platforms allow professionals and lay-

men to create applications via graphical user in-
terfaces without any prior knowledge or qualifica-
tions in programming. However, code platforms are 
closely related to low code platforms because they 
are both created with a similar goal, based on a very 
similar way of working and almost the same prin-
ciples of operation. The popularity of the no code 
principle of application development is constantly 
growing, primarily because it offers a huge number 
of possibilities without requiring any prior knowl-
edge.

No code applications are used to meet the needs 
of companies that want to digitize processes through 
applications. Nevertheless, code tools are often cre-
ated with the goal of adapting to business users, as 
opposed to traditional IT tools and technologies. 
This approach aims to accelerate the development 
cycle by bypassing time constraints, small budgets 

Figure 1: LowCode / https://www.outsystems.com /
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or insufficient resources to develop a complete soft-
ware. The transition from traditional programming 
to abbreviated development methods is also making 
changes in the roles of traditional IT teams.

Some of the well-known platforms for no code 
development are:

•	 Zoho Creator
•	 Caspian
•	 Tigersheet
•	 Mendix
•	 Quickbase
•	 Retool
•	 Microsoft Power Apps
•	 OutSystems
•	 AirTabel

The difference between low code and no 
code
Low code application development is a conve-

nient way for developers to develop applications 
quickly and with a relatively small amount of pro-
gramming.

However, application code is created by users 
who do not need to know any programming lan-
guage to create applications.

While no code platforms are more suitable for 
business users and non-professionals because the 
use of the platform does not require any program-
ming knowledge, low code platforms are more suit-
able for more advanced users and more skilled de-
velopers.

Low code/no code IN IMPLEMENTATION

Practical implementation
There are, primarily, three types of applications 

that can be built on LC/NC platforms:

•	 Portals and Web applications - a good solu-
tion for those who want to create a personal 
or business website or blog.

•	 Back Office applications - provide ease of 
administration, automation of some routine 
or frequent tasks, creating reports

•	 Mobile applications - the most common and 
widespread type of application today, LC/NC 
provides companies with the opportunity to 
get closer to their customers in this way.

Advantages of low code/no code 
applications
•	 Cost reduction
With LC/NC platforms, development costs are 

greatly reduced, both due to the reduction of devel-
opment complexity and the need to hire profession-
al programmers.

•	 Speed
Development with LC/NC platforms allows com-

panies and individuals to develop and modify their 
applications faster. The skills required to create ap-
plications using LC/NC platforms are much lower 
compared to traditional development.

Furthermore, all configuration processes, includ-
ing the development of the program itself, its com-
pilation and evaluation, and debugging, take place 
much faster in LC/NC development than in tradi-
tional.

•	 Facilitated user experience
LC/NC platforms automate many more opera-

tions critical to the user experience. The simplicity 
of these applications is reflected in their handling as 
much as in their creation.

•	 Easier path from idea to realization
By using the LC/NC platform for the development 

of applications specific to certain types of work, it is 

Figure 2: Low Code No Code / https://quixy.com/blog/no-code-versus-low-code/
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possible to create an application for the person who 
should perform the work. In this way, the possibil-
ity of misunderstanding and disagreement between 
the one who creates the application and the one 
who should use it is eliminated. In this way, one of 
the frequent phases in the design and implementa-
tion of software systems is eliminated, and that is 
working with the client. With LC/NC applications, 
there is usually no need to collect user requests or 
user impressions.

•	 Compatibility
One of the main advantages of low code/no code 

applications is that they can run on almost all oper-
ating systems, and most types of devices.

Disadvantages of low code/no code 
applications
•	 Third party dependence
With a low code/no code platform, the opera-

tion of the application depends on the owner of the 
platform almost as much as on the one who creates 
it. The creator of the application is not able to work 
with any background functions or to release up-
dates. For all such jobs they depend on the owner of 
the platform and their legal engagement in case of 
any problem.

•	 Unable to customize
Low code/no code platforms generally offer very 

few options for developing custom software or cus-
tom applications.

LC/NC platforms have very few options for inte-
gration with existing software solutions, which can 
be a significant problem for companies or individu-
als who already have a large amount of data con-
tained in a previously used application.

•	 Lack of developers
The number of developers who have experienced 

low code/no code platforms is very small, and the 
number of other potential developers is even small-
er. Companies and individuals who want to develop 
applications through these platforms are usually 
doomed to their abilities and the very small number 
of available tutorials and help forums.

•	 Impossibility of quality creation of larger 
software systems

The low code/no code approach to application 
development is a good solution for small or medium 
applications, but complex, large applications with 

many special functions and procedures still remain 
strictly in the domain of traditional programming 
and large, familiar programming languages.

Comparison of LC/NC Approach to 
Traditional Programming

While low code/no code application develop-
ment platforms allow developers, users, and busi-
nesses to quickly develop applications using a va-
riety of visual interfaces, traditional application 
development methods use conventional methods 
that allow developers to create large and powerful 
applications. Some of the basic differences in these 
approaches to development are:

•	 Prerequisites required
The traditional approach to application develop-

ment generally involves the need to know the vari-
ous tools and functions that developers use in creat-
ing complex applications. To be used properly, these 
applications require highly technical and special-
ized skills in this area.

Low code/no code platforms usually have a small 
set of tools that help develop different types of appli-
cations without much trouble. Application develop-
ment with this approach becomes much easier for 
non-professional users, but the type and complexity 
of applications that can be developed still remains 
on the side of traditional programming languages.

•	 Application quality
Due to complex technologies and a very elaborate 

nature, traditional application development plat-
forms usually produce errors and are themselves 
often quite complex, making it difficult for users to 
use applications.

In contrast, low code/no code platforms gener-
ally do not produce application design errors. This 
makes it easier to handle the application on the user 
side, but only applies to some smaller, more general 
applications.

•	 Price
Traditional software is quite expensive to build 

and can range from a few hundred KM to several 
hundred thousand KM for application design and 
development, depending on the size and complexity 
of the system. This is generally a better option for 
large companies that need extremely complex and 
specific software.
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LC /NC platforms are much cheaper than tradi-
tional software for most companies. This is primar-
ily because only access to the platform is paid for, 
not the development of the application itself.

•	 Speed of development
Traditional development platforms generally 

have a complicated setup system, which makes them 
less agile. Due to the complex codes, it takes a lot of 
time to learn and use them correctly.

By comparison, code platforms are much easier 
to use and operate, due to their drag and drop func-
tions. Unlike traditional development, the code does 
not require any program development, but every-
thing is done through inferfaces and already defined 
elements.

•	 Maintenance
In traditional programming, all kinds of modifi-

cations and upgrades go through the developer or 
team that developed that application. This process 
usually requires the adaptation of both the technol-
ogies used and the program itself. The software of 
the LC/NC application is usually maintained by the 
one whose platform it is, which makes the matter 
much easier for the company or the developer.

On the other hand, traditional software in most 
cases comes with professional support in charge 
of all kinds of corrections, troubleshooting and up-
grades. In LC/NC applications, part of the job would 
be the responsibility of the company or individual 
who developed the application, which, depending 
on the problem, can be quite a time consuming pro-
cess.

Conclusion 
Without program development, organizations 

can separate the benefits of software from program-
ming pitfalls. This paradigm is more important than 
ever because traditional methods have proven inca-
pable of keeping up with the expectations of today’s 
modern affiliate.

Many vendors point out that the future of soft-
ware development is based on configuration, not 
program. We believe that eliminating code is one 
way to bring development to higher standards in 
application development.

One of the biggest advantages of LC/NC plat-
forms is that they allow us to take advantage of in-
nate problem solving and human skills by removing 

at least a significant portion, if not all the barriers 
to implementing software solutions in today’s soft-
ware world. Simply put, LC/NC increases the poten-
tial for innovation. This should resonate with or-
ganizations that have realized the need to become 
software-driven if they are to survive, or even thrive, 
in the years to come. Finally, the benefits of the LC/
NC platform are crystallized in their ability to em-
power the entrepreneurial people in the organiza-
tion to unleash their visions, ideas and creativity 
with minimal support through the construction of 
smart software solutions.
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Abstract: Due to the current pandemic caused by the COVID-19 virus, the world is changing rapidly along with digital technologies 
that transform every aspect of life, society and the economy. To prevent a complete collapse and suspension of all business 
processes, companies were forced to organize remote work, i.e. workers perform their daily work activities from their homes. 
The situation in which the world is currently in clearly indicates that digital transformation is something that should be a priority. 
Digital transformation is changing the way of doing and developing the business, new opportunities for economic progress in 
the public and private sectors. It allows companies to survive and focus on innovation, increasing their competitiveness. We can 
say with certainty that digital transformation means much more than complete integration of digital technologies. It also means 
digitalization and business processes and models automation, marketing, sales, digital purchase, Big Data, and related processes, 
and is based on five different areas, which include customers, competition, value, innovation and data. 

Keywords: Digital transformation, Information technology, Business process, Impact, Pandemic Covid-19.

Introduction  

When the pandemic Covid-19 hit the Republic of 
Srpska and Bosnia and Herzegovina, the authorities 
faced conflicting obligations to protect public health, 
on the one hand, and respect for individual human 
rights, on the other hand. In order to slow down the 
spread of the virus, measures and restrictions have 
been introduced, which in some cases violate human 
rights. The reason could be that decision-makers did 
not have enough understanding to respond to the 
pandemic, but also the urgency of the measures them-
selves and their implementation, as in many cases 
they were adopted practically overnight. This paper 
discusses the impact of the response on the economic 
activity of citizens and the way everyday business 
takes place. During the research, the authors anal-
ysed already available data and content on respect for 
human rights, the impacts of measures and informa-
tion about them, with a qualitative assessment of the 
impact of the measures on certain activities.

Digital transformation is a term that differs sig-
nificantly from the term “digitalization”, because it 
includes much more than that, and first of all sig-
nificant changes in business models, in the way of 
living, affects our everyday habits and expectations 
regarding the quality of living. This, of course, great-
ly increases our dependence on the Internet and ICT 
(Information and Communication Technologies) 
solutions. The issue of cyber security and privacy, 
the degree of trust in technologies, the simplicity 
of using it by a wide population without technical 
prior knowledge, are some of the basic precondi-
tions for providing mass acceptance. The situation 
in the world related to the Covid-19 pandemic gives 
us a significant argument for that, and it is especially 
important to maintain economic activity and reduce 
the damage that occurred.

Digital technology allows the world to continue 
to function during a pandemic, that certain pro-
cesses can run smoothly, but that technology could 
today, as in the future, be a means of combating a 
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pandemic. First and foremost, in countries that are 
technological leaders in the world, artificial intel-
ligence is used to find a cure and vaccine, which 
repeatedly shortens the time required to obtain re-
sults. In South Korea, artificial intelligence has been 
successfully used to find tests for the coronavirus in 
two weeks, while without the application of artifi-
cial intelligence, that work would last much longer. 
In addition, transforming conferences into digital 
online platforms, working from home, sending and 
receiving requests and responses for public admin-
istration, helps us keep jobs and processes in a state 
of emergency, especially to reduce the need for direct 
contact and thus stop further spread of the virus. It 
is clear to us that much of what has been applied so 
far will undoubtedly survive and remain even after 
the pandemic emergency passes. This situation has 
certainly affected many areas permanently, and the 
digital transformation of society will be accelerated 
in all directions.

Inevitably, as in other countries in the world, the 
pandemic Covid-19 negatively affected the econo-
my of the Republic of Srpska and Bosnia and Her-
zegovina as a whole, which resulted in a decline 
in economic activity due to the economy closure. 
Consequently, pandemic Covid-19 significantly has 
imapcted businesses, economy and society, and ac-
celerated companies digital transformation process. 
Therefore, it is important to explore opportunities 
and seek a way for companies to turn to mitigate the 
economic consequences of a pandemic, and at the 
same time adapt to the circumstances to be able to 
deal with it. Recognizing Covid-19 as a major driver 
of digital transformation of companies in Bosnia and 
Herzegovina, and as a process necessary to keep 
companies competitive in the market, in this paper 
authors discuss significance of digital transforma-
tion, as an essential move to economic recovery.

Digital Transformation - Basic Information
The digital transformation began in the 1960s, 

when the development of programs and application 
solutions for automated data processing begins, 
which has had a significant impact on productivity 
growth and global economic development. Infor-
mation technologies are no longer simple tools that 
serve to support the business but allow for a sig-
nificant change in existing processes and the value 

chain. The application of digital technologies, trans-
forms the way we work, changing the consciousness 
of employees, but nowadays it also plays a signifi-
cant role in the process of changing the whole so-
ciety. A whole range of different term definitions 
of Digital Transformation can be found in the lit-
erature, but almost each includes a couple of key 
components: digitalization, business transforma-
tion, collaboration or cooperation, modern digital 
technologies, value chain, and sometimes even the 
digital economy. Perhaps it is best to describe Digi-
tal Transformation as a set of all these elements. 
We can also say that digital transformation repre-
sents the networking of companies and customers, 
through all segments of the value-added chain, with 
the application of new technologies. As such, it re-
quires skills that include extracting and exchanging 
data, as well as analysing them, and converting data 
into available information. This information should 
be used for decision making to initiate activities that 
increase the company’s performance and market 
participation. Digital transformation and the trans-
formation process involves companies, business 
models, processes, relationships, products, etc. For 
the success of digital transformation, it is necessary 
to change the awareness of employees and continu-
ously implement their education and provide a large 
degree of IT literacy to be ready for the challenges 
posed. Companies need to invest and adopt com-
pletely new IT strategies that are managed by digital 
technology, as well as a competitive offering based 
on digital processes. The three basic steps define 
digital transformation within modern companies: 

Digital work environment - application of tech-
nologies such as mobile devices, tablets and laptops; 
collaborative tools and social networks; application 
of technologies that are initially intended for private 
users.

Digital user experience - optimal user experience 
is a key factor in the digital transformation process. 
The negative experience of the user has a direct im-
pact on the perception and sale of the product, which 
can be reflected in the company’s business. Compa-
nies face the development of comprehensive, indi-
vidualized systems that provide the user with opti-
mization of experience in all digital and traditional 
business spheres. Although the way of displaying 
and designing such a system (front-end) plays the 
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most important role for the user (due to the interac-
tion with the user), for optimal user experience it is 
necessary to perform the Digital Transformation of 
all processes in the company (logistics, accounting, 
storage and development). Therefore, in addition 
to the transformation of marketing and sales, Digi-
tal Transformation must include customer-oriented 
digitalization and integration of the entire processes 
in the company (front-end and back-end processes).

Digital business models and ecosystems - stand-
alone companies will no longer be able to withstand 
the pressures of competition in the market (espe-
cially small and medium-sized enterprises), which 
will lead to the formation of digital ecosystems and 
service networks in which companies will connect 
and develop collaborative business models.

Digital Transformation and Its Significance 
for the Republic of Srpska and Bosnia and 
Herzegovina 

In the Republic of Srpska and Bosnia and Herze-
govina, the prevailing opinion is that digitalization is 
significant for business, but development and imple-
mentation of digital strategies are delayed. There is 
awareness in private sector that digitalization helps 
to achieve better future performance, however, 
companies confront obstacle which interfere with 
the process of transformation, such as lack of pro-
fessional staff and technical knowledge to improve 
the digitalization process and funding. One of the 
main problems around the world, including Bosnia 
and Herzegovina, is that it is difficult for companies 
to translate digital transformation into business op-
portunities. The reasons are numerous for compa-
nies to access digital transformation, and given the 
dimension of the pandemic Covid-19, digital trans-
formation is not an option for the companies of the 
Republic of Srpska and Bosnia and Herzegovina, but 
a matter of their survival. In previous years, Bosnia 
and Herzegovina has benefited from programs and 
funds of the EU and a number of international or-
ganizations, that support digital transformation. It 
is known that a faster transition to economic digi-
talization is a necessity and a step forward to eco-
nomic and social integration, in preparation for 
BiH’s membership in the EU. Digital Agenda for the 
Western Balkans is some of the main policy initia-

tives created at the digitalization policy level of the 
economy in BiH. In July 2017. the Trieste Summit 
was held, and since then the leaders of the Western 
Balkans officially recognized digital integration im-
portance, as a key element of the plan to create the 
Regional Economic Area (REA). 

In June 2018. the European Commission launched 
the Digital Agenda, one of the six main initiatives of 
the EU strategy for Western Balkans, to support the 
transformation of Western Balkan countries into 
a digital economy. It would bring faster economic 
growth, creating more jobs, improvement of the ser-
vices, investments in digital infrastructure, digitali-
zation of the industries, building capacity in digital 
security, strengthening the digital economy, devel-
opment of the skills, e-administration development, 
e-purchase, roaming costs reduction (this was real-
ized in June 2021. when roaming in the countries of 
the Western Balkans was abolished). The goal of this 
initiative is to support BiH and all Western Balkan 
countries towards successful digital transformation, 
and to be better prepared for the future in the EU. In 
October 2020, the European Commission adopted 
an Economic and Investment Plan for the Western 
Balkans, aiming to encourage a economic recovery, 
with an emphasis on the green and digital transition 
and development. Also, this plan encourages region-
al integration and rapprochement of the BiH and the 
Western Balkan countries to the EU. On the basis 
of the Digital agenda for the Western Balkans, this 
plan and investment offers an possibility to acceler-
ate digitalization of the government administration, 
public services and businesses, in the line with EU 
values and framework. Throughout the pandemic 
customers turned dramatically to online channels 
and companies responded in the same way. BiH 
companies have done several changes in doing the 
business, and have been in an situation which de-
mands reaction and change. Companies are look-
ing for ways to improve productivity, offer the best 
possible services to their customers, facilitate way 
of communication, and approach to consumers with 
new sales channels. Among other things, companies 
should work to optimize work processes, and just 
simply to be innovative and provide competitive ad-
vantages, as the only option to remain vital in the 
business. 

Many companies developed the capacity for 
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remote work; others created new sales chan-
nels through e-commerce platforms, while others 
changed business models, in an attempt to build 
value and competitive advantage. However, the Re-
public of Srpska/BiH were left behind in many of the 
digital transformation measures, such as using the 
broadband technology and other digital technolo-
gies, as well as the digital readiness of public and 
government administration. Altogether, including 
companies, government administration institutions, 
donors and other participants have to assist in over-
coming this challenge through economic recovery of 
companies to create the best environment for busi-
ness and increase the competitiveness of BiH com-
panies. In order to support the economic recovery 
through digital transformation and mitigate the eco-
nomic damage caused by the pandemic, the analysis 
carried out by the authors of this paper places em-
phasis on the following:

•	 Focus on administration digitalization and 
cutting red tape;

•	 Financing companies, in terms of digitaliza-
tion of business processes and increasing 
business through e-commerce;

•	 Interinstitutional coordination and prepara-
tion of a concrete work plan related to the 

Digital Agenda for the Western Balkans and 
the Economic and Investment Plan for the 
Western Balkans;

•	 Adjustment of all key participants, for the best 
possible usage digital transformation support 
schemes;

•	 Boosting current digital expertise in favour 
of digital transformation of the private sector 
and increasing expertise in digitalisation;

•	 Laws adoption to support the digitalization of 
public institutions and the private sector;

•	 Campaigning to promote digitalization and 
the potential it offers.

Insight into the report (USNews&WR, 2020) Bos-
nia and Herzegovina is not on the list of the most 
developed countries in the world, while the coun-
tries of the region: Croatia (44), Slovenia (56), and 
Serbia (72) are positioned on that list. Nevertheless, 
if an analysis of the report of the Agency for Statis-
tics of Bosnia and Herzegovina on the use of Infor-
mation and Communication Technologies in Bosnia 
and Herzegovina for 2020.is performed, it can be 
noticed that Bosnia and Herzegovina has a very high 
rate of application of digital technologies (posses-
sion and access to computers, i.e. information com-

Figure 1. Percentage of households that have computer access, according to the monthly net, household income – BiH (Source: 
Agency for statistics of Bosnia and Herzegovina)
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munication technologies), although it is directly re-
lated to standard and monthly revenues of citizens 
(Figure 1.).

For the statistical image to be complete, it is nec-
essary to look at the percentage of computer users 
(information communication technologies) by age. 
It can be observed that the application of digital 
technologies is present in a high percentage among 
the younger population and in a slightly smaller per-
centage in the middle age population, which is di-
rectly related to the entry into the digital age and the 
new industrial revolution (change of consciousness 
and culture of the social ecosystem).

The above analysis indisputably indicates a cer-
tain degree of digital literacy, but also the need for 
an agile change in the education system, and the 
introduction of new competencies in all areas of 
education that are in the new value chain, primar-
ily engineering and economics. The recognized need 
to change and introduce digital competencies into 
the education system must be guided by good prac-
tices and recommendations by world organizations. 
UNESCO has defined the Competency Framework 
for Teachers (UNESCO 2018) in response to the 
needs of 2030. Sustainable Development Agenda, 
which recognizes the significant potential of infor-
mation and communication technologies in the pro-
cess of accelerating progress and increasing global 

digital literacy. As potential challenges in this pro-
cess, concepts have been identified: freely available 
educational resources, social networks, mobile tech-
nologies, internet stuff, artificial intelligence, virtual 
and augmented reality, processing large data sets, 
programming, ethics and privacy protection.

Joint Research Centre of the European Commis-
sion, defines the European Framework for the De-
velopment and Understanding of Digital Compe-
tence - DIGCOMP, which represents 21 competen-
cies classified into five groups (Table 3.):

Information management - identification, locat-
ing, obtaining, storing, organizing and information 
analysis in digital form, where it is necessary to pos-
sess knowledge and skills to assess their relevance 
and purpose;

Communication skills in a digital environment - 
sharing resources through online tools; connecting 
with others and collaborating by digital tools; com-
municating and participating through communities 
and networks; building intercultural consciousness.

Creating digital content - creating and editing 
new content (word-processing, images and videos); 
integrating and refining previously acquired knowl-
edge and content; making creative expressions, me-
dia elements and software programs; applying intel-
lectual property rights and licenses.

Security in the digital environment – private and 

Figure 2. Percentage of computer users, by age – BiH (Source: Agency for statistics of Bosnia and Herzegovina)
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data protection; digital identity protection; security 
measures implementation; safe and sustainable us-
age.

Problem solving - identifying digital demands 
and resources; decisions making about to choose 
and apply the most suitable digital tools according 
to needs or purpose; conceptual problems solving 
by digital resources; creative usage of technologies; 
solving technical problems; developing one’s com-
petencies and competencies of others.

Table 3. DIGCOMP – competencies (Source: https://ec.europa.
eu/jrc/en/digcomp/digital-competence-framework)

Dimension 1 Dimension 2 Dimension 3

5. Area 21 Competencies Competency 
level

AREA COMPETENCIES

Information
1.1 Review, search and filter information
1.2 Information evaluation
1.3 Information and digital content management

Communication

2.1 Digital technologies interaction
2.2 Digital technologies content sharing
2.3 Digital citizenship inclusion
2.4 Digital technologies collaboration
2.5 Correct and acceptable mode of communication
2.6 Digital identity management

Content creating

3.1 Digital content development
3.2 Digital content integration and processing
3.3 Licensing and copyright
3.4 Programing

Security

4.1 Device protection
4.2 Private data protection 
4.3 Health care and wellness protection
4.4 Environmental protection

Problem solving

5.1 Technical problems solving
5.2 Determining the needs and responsibilities of 
tech.
5.3 Digital technologies creative application 
5.4 Determining digital companies deficiencies 

Conclusion
The pandemic has harmed both, consumers and 

businesses, changing the way people work, con-
sume and spend free time. The pandemic Covid-19 
has brought business and society to the necessity to 
adapt the new technologies. Regardless of the com-
panies desire, digitalization has became necessary 
to facilitate companies, depending on measures and 
circumstances, to make changes, as: remote work, 
create channels to shop online, apply technology in 

everyday work, adjuste to consumer demand and 
expectations, identify suitable channels for com-
munication and distribution, and other changes that 
have resulted from the need to adapt to the emerg-
ing situation. 

Generally, digital technologies and digitalization 
are yet at the centre of the debate, due to their use 
during the outbreak of the pandemic Covid-19. In 
normal circumstances focus of the company is to 
increase revenues and market shares. In this pan-
demic situation, BiH companies are struggling in 
controlling the costs, maintaining their liquidity 
and survival. Pandemic Covid-19 continues to bring 
a crisis to public health, and make a severe eco-
nomic consequence. After prevailing the pandemic 
Covid-19, companies have to evaluate the impact of 
these changes, and further to adjust the way to de-
sign, communicate and build value for the consumer. 

The Digital transformation has helped many 
BiH companies to survive the effects of the the pan-
demic. This is related to the companies that have 
already started their digitalization before pan-
demic have started. Companies, that have not been 
prepared from the digitalization point of view, and 
did not have any action plan or strategy before the 
pandemic, responded without thinking to the pro-
cess of digital transformation. It is clear now that it 
is necessary to adapt existing business models and 
processes, as well as regulations, to enable measur-
able and efficient work from home, i.e. remote work, 
which takes place on the digital platforms and which 
have all functionality that the company manage-
ment needs.

By introducing digital technologies into daily 
work, the way of thinking and problem-solving ap-
proach of employees in production chains is chang-
ing, as well as the way users access new services. 
The question of the set of competencies that are 
necessary for the full integration of people and the 
working environment into the digital sphere arises, 
which leads to a radical change in the education 
system and gaining the new skills and knowledge 
needed to fully enjoy the services offered by digital 
technologies. Although the possibilities of working 
from home have been an available option since be-
fore, just the current pandemic has enabled such a 
system of work and has forced a large number of 
people to increasingly rely on digital technologies.
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Abstract: This research paper presents organization of the business environment for work with geographic information systems 
(GIS) which are based on open source. The solution is completely open source: operating system, working environment and 
supporting apps. The architecture consists of: server, workstations, mobile devices and sensors. Software packages for each 
architecture segment will be displayed. The goal is to achieve a complete business environment for work with open source GIS, 
thus minimizing the costs of system development and maintenance. The illustrated example shows the possibility of applying 
GIS within a forestry company, in the field of wildfire monitoring and data collection and registering the possibility of wildfire 
occurrence using IoT. 

Keywords: GIS, open source, IoT, wildfires, wildfire detection.

Introduction  

Open source software is being increasingly used 
in business environments, primarily due to its cost 
as well as cost of licenses. As the software itself is 
not license limited, it can be therefore installed and 
used on an unlimited number of workstations. Open 
source software is available free of charge, unlike 
commercial software, which are sold under strictly 
defined licensing terms. Also, open source software 
is distributed with a license, and the most commonly 
used license is the General Public License (GPL). The 
GPL license defines that we can use the program for 
any purpose [1]. Nowadays, open source software 
does not lag behind commercial software. In some 
cases, it is even more developed than commercial 
software, and has wider field of application. The ad-
vantages of commercial software are reflected in its 
user friendliness and its adaptation to the needs of 
end users. Due to this reason, we come to the ques-
tion of whether it is smarter to invest in software or 
into education of users.

This work presents the GIS architecture, estab-
lished as open source software, which is needed 

for the complete functioning of a business organi-
zation. The architecture consists of server and cli-
ent system elements. Establishment of such system 
provides management of spatial data within various 
business spheres, both for those which use spatial 
data as primary inputs, but also for those which use 
different inputs, and all can use open source soft-
ware without spending financial resources for soft-
ware licensing. Concrete example of the application 
of GIS is from the field of forestry, which refers to the 
establishment and maintenance of wildfire records 
at the territory of Republic of Srpska.

According to the Law on Forests of the Republic 
of Srpska [2], the beneficiary of forests and forest 
land owned by the Republic of Srpska is the Public 
Forest Enterprise “Forests of the Republic of Srp-
ska” JSC Sokolac. The primary activity of the Public 
Company is the cultivation and protection of forests. 
Forest protection also includes protection against 
wildfires, and the obligation of the Public Company, 
in addition to the activities regarding fire protection, 
is to record and archive data on wildfires. The aim 
of this part of the research paper is to show the pos-
sibility of improving the current system of record-
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ing wildfires using GIS, on the example of this Public 
Forest Enterprise. In addition to the records of re-
cent wildfires, the procedure of collecting and enter-
ing historical data on wildfires is also important.

GIS Development Methodology 
The goal of this research paper is to present the 

development of GIS which is used in a business en-
vironment, and which is based on open source. This 
specific system was created by applying phase de-
velopment, i.e. by applying incremental build model 
development. The structure of the GIS architecture 
is described in detail, which consists of servers, 
workstations, mobile devices and sensors for data 
collection including supporting software. Using the 
analysis methods, each individual element of the ar-
chitecture will be analyzed and described. Using the 
synthesis methods, all elements of the architecture 
will be combined into one functional unit that en-
ables work in a business environment.

System Architecture
This system consists of four primary elements: 

server which is the central unit for all data contained 
in the GIS and which enables a large number of us-
ers to mutually work and exchange spatial data; cli-
ent element which enables the client workstation 
to access the central geo-base through appropriate 
software; mobile application for field data collection 
which can be used for data editing and data storing 
at client stations and also for data saving at central 
storage location, as well as the use of IoT for auto-

matic data collection using sensors which are de-
livered to a central storage location for further data 
processing.

Picture 1 shows architecture of above mentioned 
system including separate graphic elements with 
supporting links. Further, each software package 
shall be separately described of which the architec-
ture is composed.

Table 1: Software packages and its components

Server Workstations Mobile device IoT

Ubuntu Server Ubuntu Desktop Android Arduino
PostgresSQL/PostGIS QGIS QField Sensor

GeoServer

Server
The operating system used for the server archi-

tecture is the Ubuntu server developed by Canoni-
cal, which was founded in 2004, and the current 
version of the server is 20.04 LTS, which has guar-
anteed updates and upgrades until 2032 [3]. It is a 
Linux operating system, based on the Debian distri-
bution. A Server is a device that provides services to 
other software or devices called clients. This type of 
server architecture is called the client-server model, 
and this concept is based on distributed data pro-
cessing whereas the programs and data are located 
in the most efficient places, so such systems are usu-
ally located in the local network [4].

Geo-base data used in this system is PostgreSQL. 
It is free and open source and is published under 
the PostgreSQL license [5]. It is visible on its offi-
cial website that there are no plans to change the 
licensing conditions of the mentioned software, so 
it is to be expected that it will remain free forever. 
PostgreSQL, also known as Postgres, is a relational 
database system that uses the SQL language. The 
aforementioned software comes with many inte-
grated features whose primary goal is to enable the 
creation of applications, protection and data integ-
rity that help users manage their data regardless of 
their quantity. PostgreSQL is dated September 14th 
2021 and is harmonized with at least 170 of the 179 
mandatory functions with SQL: 2016 Core standard. 
It is important to be emphasized that no relational 
database is fully compliant with this standard [6]. 

The PostGIS software package is also open source, 
which provides support for spatial data management Picture 1: GIS architecture
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in the PostgrSQL database. This extension allows you 
to run SQL queries over spatial data [7].

GeoServer is an open source server based on the 
Java programming language, which enables users to 
view and edit spatial data. This software package 
uses the Open Geospatial Consortium (OGC) stan-
dard, which allows great flexibility in creating maps 
and exchanging data with other systems. GeoServer 
has the ability to work according to the standards of 
Web Feature Service (WFS) and Web Coverage Ser-
vices (WCS), which enables data sharing and data 
processing [8]. In addition to the above mentioned, 
it also includes certified high performance Web Map 
Service (WMS). With the help of these services, it is 
possible to embed data into other systems and web-
sites. GeoServer is a fundamental component of the 
business GIS environment.

Workstations
After installation of server, which provides stor-

age and distribution of data for further processing 
and editing by users, next step are client worksta-
tions. These workstations also use open source soft-
ware and consist of an operating system, GIS and 
supporting software.

The workstation operating system is Ubuntu 
Desktop which comes from the same manufacturer 
as Ubuntu Server, which has been at the very top 
of popularity on DistroWatch [9] in recent years. 
Ubuntu desktop is based on Debian, which is cre-
ated as a Linux desktop which is user-friendly [3].

After initial preparation of the operating system, 
it is necessary to install GIS on the workstation, and 
in this case it is QGIS. QGIS is one of the most popu-

lar GIS software solutions for open source desktops. 
With QGIS it is possible to create, modify, analyze 
and visualize spatial data. This software package 
supports numerous vector file types, raster file for-
mats, as well as various databases [10].

In addition to a large number of built-in features, 
QGIS can be upgraded by a large number of add-
ons that are available in the integrated repository. 
In addition to the operating system and GIS soft-
ware, other supporting and needed software such 
as SAGA, GRASS and LibreOffice can be installed on 
workstations and thus have all applications needed 
for working in a business environment.

Mobile device
In order for GIS in a business environment to be 

completely functional, it is needed to enable data 
collection via mobile devices. The most important 
issue for all systems dealing with spatial data pro-
cessing is field data collection. There are numerous 
open source software to perform this task. In our 
area, the most popular operating system for mo-
bile devices is Linux based Android, which is open 
source, so the specified operating system for mobile 
devices will be the default and the system architec-
ture will be built on it.

One of the most popular apps for fieldwork and 
open source data collection is QField. QField en-
ables efficient work with outdoor spatial data, which 
is based on QGIS. Field work is not similar to the of-
fice work, because the work is executed on a smaller 
screen and the tasks are different. The primary goal 
of the QField application is to enable the user to per-
form field tasks within minimal working conditions. 
This means that only those functions that are essen-
tial for performing tasks in the field are available to 
the user on home screen [11].

IoT Sensor
IoTs represent the next generation of IT devices. 

IoT represents the use of different sensors and de-
vices with unique identifiers that can send informa-
tion about objects and people through the Internet, 
without requiring human-human or human-ma-
chine interaction, or is a communication network of 
physical objects with a unique IP address [12]. The 
purpose of the Internet of Things is to continuously 
monitor, detect and eliminate any possible irregu-Picture 2. Map created by QGIS
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larity and enable an alternative mode of operation 
of any process [4].

In this example, an Arduino microcontroller was 
used, which is a suitable device for prototyping gen-
eral-purpose IoT devices. Arduino is an open source 
microcontroller platform for designing projects 
from the field of electronics. Its open source basis 
and its user friendliness have made the Arduino a 
functional choice for those looking to develop a va-
riety of electronic projects [13].

Application of GIS System
Geographic information system can be applied in 

various areas of business, and in this example a re-
view will be given regarding wildfire data collection. 
The need for such system exists in forestry compa-
nies. The application of GIS in the field of forestry is 
obvious, especially if we take into account that most 
of the business in forestry is related to the specific 
location, i.e. forest, regardless of activity type (forest 
inventory, forest restoration, forest protection, for-
est exploitation or any other related activity).

After implementation the GIS system, it is nec-
essary to obtain a basic set of geo-spatial data. The 
data that represent the set of basic needed graphic 
images are: topographic map; digital terrain model 
(DEM); map of forests and forest land; map of forest 
management areas; road infrastructure map; water-
course identification map; administrative boundar-
ies; map of mined and mine suspected areas; meteo-
rological weather stations data (temperature and 
precipitation data) and similar. There is no limit of 
graphic images and survey data imported to GIS and 
all graphic images and survey data that can be ob-
tained or designed are useful by creating new pos-
sibilities for future analyses.

After the completion of the preparatory phase 
related to the obtainment of graphic images and 
survey data, it is necessary to start developing GIS. 
Special attention in the process of developing GIS 
project should be paid to the selection of the ref-
erence coordinate system. For the purposes of this 
project, the Gauss-Krüger coordinate system (pro-
jection with 6 degrees wide zones) was used. In ad-
dition to the above, it is very important to define set 
of certain rules related to the organization of the GIS 
project, primarily for its easier handling afterwards, 
and especially regarding the possibility of future up-

grades or integration of this GIS system into differ-
ent system.

Each GIS project, including this one, is organized 
through sets of different data that are displayed 
through layers, in order to separate different cat-
egories of data through different layers. All data 
contained in a GIS include spatial component and 
associated attribute data. The spatial component is 
visually displayed on one of the layers, while the at-
tribute data are located in the background data geo-
base. Spatial data can be a point feature, a line data, 
and a spatial polygon data.

Regarding the database and its content, it is nec-
essary to clearly define the organizational structure 
of the Public Forest Company with the correspond-
ing codebook. The organizational structure should 
be presented through tables: forestry management 
area, forestry authorities, business unit, depart-
ment, branch office, operational unit and forestry 
administration.

In addition to the above tables, another table 
should be created regarding wildfire records, con-
taining spatial data related to wildfires, as well as 
other attribute data.

Previous records on wildfires were kept in pre-
scribed forms, which is prescribed by the Ministry 
of Agriculture, Forestry and Water Management of 
the Republic of Srpska. In most cases, the lowest 
level of record keeping regarding the occurrence 
of wildfires is kept at the departmental level. This 
means that there is no exact geographical location 
of the wildfire determined, but only the indication 
of the micro-area where the fire had occurred. How-
ever, this is not the case when the records are not 
adequately kept or when a wildfire has affected a 
larger area than single forestry management area. 
In such case, only forestry department or numerous 
departments are entered in the records, but even 
then there is no information of the exact geographi-
cal wildfire location. Besides to the listed data on 
wildfire location, the document/form also contains 
other groups of data: type of fire and area affected 
by the fire; type of plants affected and type of burned 
forest stand; wildfire duration; damage caused per 
plant type and amount of damage, damage value; 
causes of fires and key factors in extinguishing fires.

All mentioned groups of attribute data contain 
fields that more clearly label and define wildfires. 
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For the purposes of this project, it is needed to col-
lect historical data on wildfires, which are recorded 
in the prescribed forms by each forestry department 
in written form. Each form refers to single forestry 
department and single calendar year. These data 
should then be entered into the database and ac-
cording to data on the wildfire location (forestry 
management department, business unit, depart-
ment and branch office) should then be linked with 
associated layers, i.e. graphic images and survey 
data in the GIS.

Public Forest Company “Forests of the Republic 
of Srpska” JSC Sokolac has 32 organizational units.

Out of 32 organizational units, 28 organizational 
units keep records on wildfires in the prescribed 
forms (all Forestry Management Departments and 
the Karst Landscape Management Center). For 
the purpose of this research paper, historical data 
were collected, i.e. records on wildfires at the area 
governed by Forestry Managament Department 
“Gradiška” with its headquarters in city of Gradiška - 
beneficiary of forestry-economic department called 

“Posavsko”. Historical data for the current subject 
period (ten years), starting from 2013, were col-
lected. All collected data were in written form, and 
in accordance to data on economic units, depart-
ments and branch offices, each data was entered 
into map governed by forestry - economic depart-
ment “Posavsko” in the form of points (centroids) as 
of the end of 2020.

Picture 4 shows the spatial structure of forests 
and forest land located within Forestry Economic 
Department “Posavsko” and occurrence of wildfires 
is presented within graphical image in the form of 
points. In addition to the map display, in accordance 
to the data entered into the spatial data geo-base, 
various analyses related to wildfires can be per-
formed. In this example, digitized data for one or-
ganizational section of the Public Enterprise are 
presented, and data digitization for other organiza-
tional units is in progress. With the completion of 
the activities of digitization of historical data for the 
entire area of Republic of Srpska, beneficiary PFE 
“Forests of the Republic of Srpska” JSC Sokolac shall 
be in position to create future electronic archival 
records on wildfires. Some of the advantages of the 
use of GIS regarding wildfire records are digitization 
and centralization of databases, as well as numerous 
analyses that can be performed using imputed data.

Internet of Things and GIS
In addition to the records of wildfires, this re-

search paper shall also show how to use sensors to 
collect data that may warn and indicate the poten-
tial occurrence of wildfires. For the purposes of this 
work, a prototype based on Arduino was developed, 
which contains a communication module and a tem-
perature and humidity sensor DHT11.

Above mentioned DHT11 sensor is a simple tem-
perature and humidity sensor, which is connected 
to the Arduino with just one pin bringing back two 
values: temperature and humidity. This sensor does 
not require calibration or additional time to be start-
ed. By connecting the sensor to the Arduino and by 
loading its software library, the sensor starts work-
ing. The sensor is simple, small in size and as such 
meets the minimum hardware needs for use within 
remote detection system. Once a communication 
channel is established with Arduino, which collects 

Picture 3. Organization of Public Forest Company “Forests of the 
Republic of Srpska” JSC Sokolac

Picture 4. Overview of wildfire locations at Forestry Economic 
Department “Posavsko” for the period 2013-2020
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temperature and humidity data, it can be used as an 
IoT data collection device.

The use of this type of sensor faces several chal-
lenges related to the power supply of the device. Since 
these devices are to be installed in a forest where the 
availability of electricity is limited, it is necessary to 
use some of the alternative power sources. In this 
particular case, an external battery was used, and it is 
also possible to use a solar power panel at appropri-
ate clear locations, because in a forest it is difficult to 
find abundant sunlight location. 

Also, one of the challenges is sending data to a cen-
tral location, as the position of the sensor is primar-
ily in remote forest areas, which, in most cases, are 
not covered by cellular network. Optimal method of 
sending data is via 3G or 4G cellular network and in 
the initial stages of system establishment it is impor-
tant to select areas where communication channel 
can be established with high quality available signal 
to collect data and system to be tested. Since the test-
ed area was not far away from urban environment, 
the prototype was connected with an RJ45 network 
cable. It should be noted that this type of connection 
should not be ruled out, because there are many for-
est field facilities that are suitable locations for the 
installation of sensors. Also, the sensor has the capa-
bility to store data on memory card, but in such case 
it loses its primary function of remote detection. This 
option only makes sense in collecting data and need-
ed parameters for historical data analysis. 

After loading and initial running of the program 
in Arduino, the system starts to deliver data to the 

geo-spatial database. The device should be placed 
at the intended location, and as the data are being 
recorded, the exact date and time of its reading is 
generated for each record.

Accordingly, a prototype device was developed 
for remote collection of data regarding tempera-
ture and humidity in a certain area. By installing a 
large number of IoT devices for remote monitoring 
of temperature and humidity, a clear overview of 
climatic conditions can be obtained. Detection of a 
reading that clearly shows a change of parameters 
in a certain area, in terms of a sudden increase in 
temperature including decrease in humidity in spe-
cific region, is a warning indication of the wildfire 
occurrence.

It is obvious that, by collecting a large amount of 
field data, the system can be perfected to the level 
to ignore natural phenomena and anomalies, and to 
be able to clearly separate and detect the changes 
that more precisely indicate the occurrence of wild-
fire. At the very beginning following installation of 
such system, a larger number of false alarms would 
occur due to various weather conditions and before 
clarification of received values ​​regarding changes in 
temperature and humidity that indicate the occur-
rence of wildfire. Besides, field data regarding cli-
mate changes would be collected making it possible 
to mobilize the necessary manpower and machinery 
to a potentially specific endangered and critical for-
est area. It is a well-known fact that climatic char-
acteristics and wildfire occurrence are associated, 
which is reflected by a larger number of wildfires 
during extreme hot and drought years. Therefore, 

Picture 5. Prototype of IoT sensor (1-Arduino; 2-sensor; 3-UTP 
cable; 4-battery)

Picture 6. Image showing database recording (PostgreSQL)
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the temperature parameter was used as the most 
important data that characterizes the possibility of 
wildfire occurrence. For the purpose of this proto-
type, temperature of 45°C was defined as threshold 
value. This value was selected in accordance to the 
maximum recorded temperature at the territory of 
Republic of Srpska, which is 41°C [14].

This example shows case of one used sensor, 
which monitored changes during time interval of 5 
seconds. This is probably an excessively demanding 
short interval, due to the needed time for weather 
condition to be changed and the amount of data that 
needs to be transferred to the central database. Ta-
ble with collected data from the IoT sensor shows 
designed trigger which is activated once the tem-
perature exceeded a defined value, in this case the 
defined 45°C.

Organization of the database should be estab-
lished by setting an activation trigger for each new 
input data which analyzes the value of the new data 
in relation to the previous or several previous values 
checking the difference if any. This difference would 
be more precise after the transition period, follow-
ing collection of large amount of data needed for de-
fining and elimination of false alarms. Accordingly, 
the system becomes fully functional and applicable 
for practical use. In accordance to the data received 
from Public Forest Enterprise, we can select the pe-
riod with the largest number of wildfires including 
wildfire incident map and in accordance to these 
data we can test the system in real life conditions, 
which may ultimately indicate all possible short-
comings and possibilities to improve the system. 

Finally, it should be emphasized that this system 
is a prototype, and potential problems related to 
power supply and communication with the central 
location may arise due to its robustness, and prior to 
putting into operation of IoT sensor it is necessary 
to provide these resources.

Conclusion
This research paper presents the work method 

and type of software packages needed to create a 
business environment based on open source soft-
ware. The architecture of the system is described, 
which consists of servers, workstations, mobile de-
vices and sensors with supporting software whose 
central part is a group of open source software 

packages: GeoServer, PostgreSQL/PostGIS, QGIS 
and QField. Using the listed software packages, it is 
possible to perform all the tasks that are expected 
from particular business system. A huge advantage 
of such system is that it is being distributed under 
an open source license which is free having no sig-
nificant restrictions. In addition to the benefits re-
flected in reduced costs, there are many other ben-
efits of using open source software, such as less time 
and less bureaucracy associated with purchasing li-
censed software. Although this licensed software is 
free, as in any other implementation there are costs 
related to training, implementation and develop-
ment time for solution customization [15].

The second part of the research paper describes 
the use of open source GIS in the business environ-
ment of Public Forest Enterprise “Forests of the 
Republic of Srpska” JSC Sokolac, regarding wildfire 
database. Wildfire records were kept through man-
ually filled prescribed forms at the level of single 
Forestry Management Department during single 
calendar year. It is not possible to perform any seri-
ous analysis in accordance to such database records. 
Provided solution enables digitization and central-
ization of the mentioned records and the overall 
result is the possibility of performance of various 
analyses using other data contained within the GIS. 
Some of the possible analyses are: periods of wild-
fire occurrence, wildfire altitude, distance from road 
infrastructure, average temperature and humidity 
during wildfires and many other analyses.

The sets of data are listed, i.e. layers required 
for such system, which can be used in the future for 
various activities of the Public Forest Enterprise. 
Historical wildfire occurrence data were collected 
and entered into the system for the Forestry Eco-
nomic Department “Posavsko” for the period from 
2013 -2020. The procedure of collecting historical 
data is presented, and activities on recording data 
for other Forestry Economic Departments are in 
progress. In addition to historical data, applicable 
method of real-time field data collecting through 
IoT is presented which therefore enables timely re-
mote sensing of wildfire by processing these data. 
This research paper describes a prototype design 
based on an Arduino microcontroller, which meets 
the minimum operation requirements. It should be 
emphasized that the above prototype design can 
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perform required tasks, but may show difficulties in 
terms of power supply and communication with the 
central unit, and it is necessary in the future period 
to find a better solution for these shortcomings.

This research paper showed the possibility of 
using geographic information systems in an open 
source business environment, which can meet the 
needs of a large company such as the Public For-
est Company “Forests of the Republic of Srpska” JSC 
Sokolac. Special attention is paid to wildfire record 
keeping and the presented solution design is capa-
ble to respond to a much larger number of requests 
not lagging behind commercial software of this type.
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Abstract: Educating young people is one of the most beautiful and humane vocations. The transfer of knowledge to young people 
and their introduction into the world of science requires a well-prepared and organized educator. The application of information 
technologies in education has become an everyday tool, so that its role in the educational process has come to the fore during the 
last two years. The Covid 19 pandemic brought new challenges to the education system in Republika Srpska. The best solutions for 
the teaching process were sought. At the beginning, the classes were conducted at a distance, last year in classrooms with classes 
shortened to 20 minutes, and this year the classes again last 45 minutes, with respect to protection measures. The paper will show 
how the students coped with all these changes and how much their knowledge of information technology helped them in all this. 
The research includes an analysis of data collected by a survey of high school students and refers to their attitudes towards the 
performance of the teaching process in the past few years. 

Keywords: education, teaching process, IT.

Introduction  
In just the last few years, the educational process 

in Republika Srpska has undergone changes that 
have not been recorded for decades. During the last 
and the year before last, education has undergone 
unexpected and sudden changes [1]. Education 
faced new challenges, which needed to be addressed 
as soon as possible. 

The education of young people did not subside, it 
continued to take place, only in a different environ-
ment [2].

The regular teaching process has always involved 
meeting teachers and students in one place, at 
school. But almost half of the school year before last, 
students from all primary and secondary schools in 
Republika Srpska learned at a distance. The Covid 
19 pandemic seems to have come to change both 
human mobility, habits and consciousness, and the 
foundation of society - education. The decisions 
and measures taken after that, before the start of 
the pandemic, were unthinkable. Last school year, 
school classes were more than halved and lasted 

only 20 minutes. In the new situation, both students 
and teachers managed. Who did better?

This school year began with a duration of 45 min-
utes, with respect for measures to protect everyone 
in the educational process [3]. According to the re-
search, which was conducted among the students 
of the third grade of the secondary technical school, 
the students believe that the class lasts too long. It 
does not hold their attention, their concentration 
decreases, they think that they do not need so much 
time to acquire new knowledge - these are just some 
of the answers of students. Is it something else after 
all?

Are our students losing their work habits? Have 
the previous two school years, realized in difficult 
conditions, with shortened classes or in the form 
of online teaching, already introduced disorders in 
education that we will become aware of only later. 
Perhaps completely new norms of education are ar-
riving: the duration of classes, the form of work, the 
method of teaching. We are perhaps in the greatest 
transition of the educational process ever.
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Adapting Education to Sudden 
Changes 
The education system of a country shows its 

current state and society’s attitude towards the 
young generation. Organizing and performing the 
educational process is a very complex and demand-
ing job [4]. It is the foundation of creating a new 
society, leadershiping and guiding young people 
towards new changes and challenges. The process 
of education is constantly changing and improving 
[5]. Teachers know that the ways in which students 
learn new content affect the quality and durability of 
their knowledge [6]. The application of information 
technologies in new forms of teaching processes is 
inevitable, no matter how they are performed today.

The Covid 19 pandemic, in early March last year, 
was the cause of sudden, forced changes in the ed-
ucation system. In a period of just over a year and 
a half, during the pandemic, the teaching process 
went through three school years. The year before 
last school year, at the beginning of the second se-
mester, due to the Covid 19 pandemic, classes were 
immediately relocated from classrooms and real-
ized at a distance. Last school year, students were re-
turned to the classrooms, but classes were held with 
shortened classes. Schools were obliged, in order 
to protect students, to organize classes in smaller 
groups of students. In most schools, students in the 
class were divided into two groups, so classes were 
shortened from 45 to 20 minutes. This school year, 
classes are held again in classrooms, with classes of 
45 minutes [7]. Due to the still present pandemic, 
the protection measures that the Institute for Public 
Health of the Republic of Srpska sent to all schools 
are respected.

Regular changes in the education system include 
analysis of the situation, detailed preparations and 
implementation of appropriate measures to elimi-
nate possible shortcomings.

Changes in the way the teaching process has been 
carried out in the last few years have not had time 
for preparations, by no means for those that are 
systematic and comprehensive. They were coming 
quickly and they also needed to be resolved quickly. 
The most important thing was not to interrupt the 
teaching process and to realize the school year.

Teachers and students seemed to come together 
to overcome obstacles, caused by sudden changes. 

The year before last, they tried to improve their 
computer literacy at the same time. Not in the class-
room, but in their homes, students waited for class, 
learning about the importance of applying informa-
tion technology, not only for fun, but also to improve 
their own education. On the other hand, teachers 
prepared and sent material to students every day 
and for several hours, examined them, received 
assignments, control, seminar and graduation pa-
pers....

When they somehow managed to master it all, 
the classes were returned to the classrooms. Classes 
were shortened, there was twice less time left to 
work in the classroom than before. New challenges 
awaited students and teachers again. And no mat-
ter how impossible it seemed, the content of the les-
son planned for 45 minutes had to be realized in 20 
minutes. And that is where the students and teach-
ers menaged themselves again. Of course, there had 
to be a supplement to the appropriate elements of 
knowledge, even after class. Information technolo-
gies have become an instrument of complement and 
link of the new age between teachers and students.

Research on the Significance of IT 
Application in Teaching

The paper includes research on students’ atti-
tudes towards different ways of teaching: regular, 
with a duration of 45 minutes; teaching with classes 
shortened to 20 minutes and classes conducted at 
a distance. In just two school years, students had 
the opportunity to participate in all three forms of 
teaching.

The research included third grade students of 
secondary vocational school. Most of them will 
reach the age of majority this year, so they can be 
considered responsible when filling out the ques-
tionnaires. The students answered the six questions 
anonymously. The questions related to the teaching 
process, which they had been going through since 
the beginning of the Covid 19 pandemic.

The research included questions related to the 
collection of data on the quality and representa-
tion of the teaching process conducted at a distance 
and with reduced hours, their comparison with tra-
ditional teaching; comparing the success that stu-
dents have achieved in different forms of teaching, 
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the shortcomings of certain forms of teaching and 
the problems they encountered during any form of 
teaching process.

The data collected from the students and their 
expressed opinions point to new facts, attitudes of 
young people and changes that may follow in the 
very near future.

Analysis of Collected Data
The analysis of the collected data can show the 

attitude of young people towards education. Did 
the irregularity of attending classes and shortened 
classes affect that, but the fact is that the collected 
data show that young people generally do not want 
teaching to take place with classes of 45 minutes. 
The most common reason was that they lose con-
centration in the second part of the class, they can-
not be focused on the teaching content and their at-
tention decreases.

When asked if they were satisfied with the ways 
of conducting online and abbreviated classes, the 
majority of students answered positively (95%). 
Only 5% of students stated that they were not satis-
fied, without giving reasons.

When asked, with which form of teaching they 
achieved the best success in school, only three stu-
dents answered that they achieved the same suc-
cess, regardless of the way of teaching. Other stu-
dents gave different answers.

The results of the research on student achieve-
ment can be presented using diagrams (Figure 1).

The diagram shows that the largest number of 
students stated that they achieved the best results 
last year, with classes of 20 minutes (60%). One 

third of students (33%) said that they achieved the 
best success during online classes and 7% of stu-
dents said that this success was achieved during tra-
ditional classes of 45 minutes.

The students gave similar answers to the ques-
tion, which form of teaching would they choose for 
this and the next school year, if they had a choice. 
More than four-fifths of students voted to come to 
school, but with shortened classes (81%), only 5% 
of students would choose teaching with 45-minute 
classes and 14% of students declared for online 
classes.

Comparing the previous answers, it can be no-
ticed that one third of the students stated that they 
achieved the best success during online classes, but 
a significantly smaller number of them stated that 
they would like to continue this form of teaching. 
This shows that students still want to come to school. 
And in the oral conversation with the students, most 
of them state that they prefer attending classes at 
school and spending time with their classmates ev-
ery day. However, either orally or through a survey, 
the majority of students say that classes should be 
shortened. When asked how realistic one school les-
son should last, in order to be able to adopt all the 
new elements of knowledge, the students gave, per-
haps unexpected answers (Figure 2).

The diagram shows that most students believe 
that the optimal class time is between 30 and 35 
minutes. When asked to state the reasons for short-
ening classes, they said that they thought that was 
enough to acquire new knowledge. Efficiency and 
effectiveness can be achieved during this time, with 
the appropriate organization of the class, the most 

Figure 1. Students’ opinions on the achieved success according 
to the form of teaching 

Figure 2. Students’ opinion on the most favorable time for school 
hours 
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common are the comments of students. In the end, 
the students stated about the problems during the 
online classes or teaching with abbreviated classes. 
Students generally had no problems with any form 
of teaching (88%). Students who faced a problem 
during the implementation of the teaching process 
(12%), as the reason stated the inability to send ma-
terials, poor connection, weak signal on the network 
and the like.

The Role of School in Youth 
Education 

According to the results of the research, students 
prefer to come to school, rather than learning at a 
distance. Most believe that the best results in lear-
ning are achieved by learning in the classroom. It is 
easier for them to follow the teaching contents, ask 
for explanations in case of misunderstandings or 
doubts, and finally, socialize with each other [8]. One 
student expressed himself very nicely, yet we are so 
young and eager to socialize.

The role of the school in the education of the 
younger generations is irreplaceable. It has always 
been a place of education but also ofupbringing 
young people. Education is somehow self-evident, 
but special attention should be paid to upbringing, 
especially today. 

Students sometimes need only warm conversa-
tion and expression of understanding in order to 
achieve better success and increased responsibility.

And while the Covid 19 pandemic lasts, during 
which teachers and students are exposed to constant 
challenges, it is good to meet at school. They learned 
to use modern information technologies in the re-
alization and improvement of the teaching process. 
They met with a completely new way of organizing 
and conducting classes. Now, just over a year after 
the declaration of the pandemic that is still going 
on, they have been returned to the original form of 
the teaching process, for 45 minutes. And while edu-
cators look forward to 45-minute classes, students 
generally want a shortened form of classes.

Conclusion
Students and teachers have faced the challenges 

that have been imposed on education in the last two 
years. Since the beginning of the Covid 19 pandem-

ic, the teaching process has gone through several 
forms. Distance teaching, classes shortened to 20 
minutes, sending materials using modern IT tools, 
all these were new requirements.

Students and teachers went through it together. 
Maybe not quite the best, as it was wanted, but the 
teaching process did not suffer and managed to be 
realized.

Adapting the educational process to the difficult 
conditions of teaching implies its rationalization. 
Different forms of learning were used: e-learning at 
a distance, completely new platforms, the applica-
tion of a virtual classroom and multimedia. The ap-
plication of IT enables the realization and modern-
ization of teaching content, and sometimes it is the 
only link between students and teachers.

After the changes, by returning the lessons to 
45 minutes, it is noticed that the irregularity of the 
teaching process has left its mark. Research shows 
that, unlike teachers, most students are reluctant 
to accept a 45-minute class and prefer to shorten 
school hours.
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