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Abstract: The availability of real-time data on the state of railway facilities and the state-of-the art technologies for data collection 
and analysis allow transition to the fourth generation maintenance. It is based on the prediction of the facility functional safety and 
dependability and the risk-oriented facility management. The article describes an approach to assessing the risks of hazardous 
facility failures using the latest digital data processing methods. The implementation of this approach will help set maintenance 
objectives and contribute to the efϐicient use of resources and the reduction of railway facility managers’ expenditures.

Keywords: predictive analysis, maintenance, functional safety, Big Data, Data Science, risk indicators.

Functional safety of railway facilities as well as 
any technical facilities depends on the effective-
ness of their technical maintenance and repair. The 
modern technical maintenance and repair strategy 
is based on predicting the state of functional safety 
and dependability of an object and the risk-oriented 
facility management [1]. This approach, focused on 
anticipating a negative event, is based on predictive 
analysis [2] and is implemented using dynamic pre-
dictive analysis models (categorization models) for 
infrastructure facilities and rolling stock [3].

When predicting functional safety of railway fa-
cilities it appears that the relative number of haz-
ardous failures is small. At the same time, there are 
hundreds and thousands of objects and parameters 
that characterize these events. Moreover, only part 
of the data about the controlled objects is useful for 
decision-making when managing speciϐic events. In 
this context, it is advisable to carry out categoriza-
tion using Big Data and Data Science techniques, 
in particular machine learning. The capabilities of 
Big Data technology make it possible to predict the 
risks of hazardous failures of safety-related control 
systems, using data on multiple different factors. 
The Data Science algorithms enable dynamic object 

categorization models to be built. They are used to 
identify, assess, process and monitor early warning 
indicators of risk factors in respect to railway facili-
ties, i.e. track, signalling, power supply, rolling stock.

Predictive analysis models solve the problem of 
object categorization for the purposes of:

1. Ranking of these objects in terms of early 
warning indicators of risk factors;

2. Ranking of the list of factors which indicators 
demonstrate an unacceptable level of risk;

3. Prediction of undesirable events for various 
planning time-frame. 

The early risk indicators mean the result or attri-
bute of the object state supervision, whose change 
or accumulation allows a certain analytical judge-
ment to be made in order to identify the risk (audit 
orders, as well as the results of all types of revisions 
or audits). 

The primary early risk indicator is the probabil-
ity that a certain control system item will fail next 
month. The probability takes a value from the range 
[0; 1]. In accordance with the ALARP principle, this 
range is divided into four zones (Table 1) [4]:

[0; a) is the range of negligible risk;
[a; b) is the range of tolerable risk;
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[b; c) is the range of undesirable risk;
[c; 1] is the range of intolerable risk;

where a = 0.5·Threshold_1, b = Threshold_1, c = 
0.5·(Threshold_2+Threshold_3).

In turn, Threshold_1 is the lower probability 
threshold, Threshold_2 is the balanced probability 
threshold, and Threshold_3 is the upper probability 
threshold.

Table 1. Risk zones as regards hazardous failure prediction

Risk zone Negligible Tolerable Undesirable Intolerable

Probability [0; a) [a; b) [b; c) [c; 1]

Rather than a strict class value, the classiϐier of 
the predictive analysis model outputs conϐidence 
in the presence of a “positive” class that can take 
values from 0 to 1. For each item of the control sys-
tem, the classiϐier calculates the probability that it 
belongs to a positive class, i.e. is a controlled item 
with a potential hazardous failure. For the purpose 
of ϐinal decision-making, the probability Threshold 
is deϐined. If the probability is below the threshold, 
the controlled item belongs to the negative class and 
is labelled ‘0’ (an item with no hazardous failure). 
If the probability is above the Threshold value, the 
controlled item is labelled ‘1’ (an item with a poten-
tial hazardous failure).

The numerical values of probability thresholds 
are determined in respect to the predictive analysis 
model (training algorithm) that suits the supervised 
item and the composite factors of this model. 

The dynamic predictive analysis model covers 
the following tasks:

 - requirements for the description of controlled 
objects;

 - description of the controlled objects, includ-
ing a set of object characteristics, data sources 
and those responsible for the operation/con-
trol of the objects;

 - the procedure for generating risk indicators;
 - risk assessment procedure;
 - list of early warning indicators of risk factors, 

including risk owners;
 - conceptual mathematical model for assessing 

the categorization of the controlled objects;
 - conceptual digital mathematical model for as-

sessing the categorization of the controlled 
objects as well as the model using procedure.

There are 4 stages to describe a controlled ob-
ject:

1. Making a list of automated control systems 
that are the sources of data about the controlled ob-
ject state (ACSs);

2. Setting the requirements for a list of controlled 
objects;

3. Setting the requirements for target attributes 
of controlled objects, which are early warning indi-
cators of risk factors.

4. Setting the requirements for a list of controlled 
objects’ characteristics.

There are 2 stages to make a list of controlled ob-
jects based on the analysis of ACSs.

Stage 1. It includes creation of a tree structure of 
controlled objects for each ACS. The tree is described 
in a matrix format. The ϐirst column should contain 
the largest object; the second column should con-
tain the details of the large object, etc.

Stage 2. The list of controlled objects is created 
on the basis of the tree structure of controlled ob-
jects. Objects, for which categorization assessment 
models will be developed, are selected. Models are 
developed on the basis of early warning indicators 
of risk factors.

A target attribute should be determined for each 
object. The target attribute should indicate if there is 
an undesirable event, and have a time characteristic. 
The following can be selected as a target attribute: 
trafϐic safety violation; category 1 or 2 failure; haz-
ardous failure; failure; a technological violation. If 
several target attributes are selected for one object, 
then an individual object categorization assessment 
model is developed for each such target attribute.

For each “object – target attribute” pair, a set of 
object characteristics should be deϐined, on the ba-
sis of which the values of the target attribute are 
predicted. The characteristics of the object should 
be time-homogeneous and have the same data stor-
age depth. Time homogeneity means that if the val-
ues of one attribute characterize an object during 
a month (or another time period: year, day, date), 
then the values of other attributes should charac-
terize an object for the same month (time period). 
The ACS-generated values of attributes are allowed 
to be converted in order to reduce them to time-ho-
mogeneous value. The minimum number of object 
attributes is 10. It is recommended to describe an 
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Fig. 1. Diagram of a conceptual mathematical dynamic model for predicting failures
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object with 30 or more attributes. A time interval or 
a speciϐic date is selected as a time characteristic, for 
which the value of the target attribute is to be pre-
dicted. Time characteristic should not be less than 
the time period during which the data on object 
characteristics is collected and exceed object char-
acteristics storage depth.

Object categorization models should be devel-
oped using machine learning methods and statistics 
on the state of controlled objects. This will ensure 
minimization of the interval between the time when 
the data on the controlled object states enters the 
railway company’s ACS and the time when a judge-
ment on the object category is made.

Methods of machine learning can be subdivided 
into classical algorithms and deep learning meth-
ods. The main difference is the presentation level. 
The classical learning methods include XGBoost, 
AdaBoost, support vector machine (SVM), decision 
tree, RForest, logit regression, k-nearest neighbors 
algorithm (kNN), principal component analysis 
(PCA), etc. [5].

For example, in [6], the PCA along with the SVM 
were applied to a set of data on 31 objects collected 
on a US class I network for the purpose of detect-
ing four types of surface defects. Deep learning algo-
rithms based on neural networks are employed as 
the primary tool for detecting structural defects in 
rails.

Fig. 1 shows a diagram of a conceptual mathe-
matical dynamic model for predicting failures based 
on early warning indicators of risk factors.

In 2020, the Russian Railways created dynamic 
models for the railway trafϐic control systems, which 
were tested on three regional railways.

For each of the railways, predictive analysis mod-
els were built on the basis of the following classiϐica-
tion algorithms: 

 - XGboost;
 - AdaBoost;
 - Gboost;

 - RForest;
 - binary decision tree;
 - SVM;
 - kNN;
 - Logit regression.

For all these models, the values of the early warn-
ing indicators are optimized. The table 2 shows the 
values of threshold for the prediction models with 
binary decision tree algorithm that is best suited for 
signalling facilities in terms of accuracy of hazard-
ous events prediction. The threshold values are cal-
culated for three regional railways.

According to the results of prediction for 3 re-
gional railways, the best results for safety-critical 
railway signalling systems were obtained using the 
binary decision tree (89.9% and 87% convergence 
of the prediction of hazardous failure and actual oc-
currence). Further improvement of the prediction 
accuracy can be achieved not through more complex 
methods, but by improving the quality of input data. 
The input data can be extended by using other mea-
surement tools, e.g. ϐlaw detectors. 

In general, the development of information sys-
tems allows us to get to a whole new level of ensur-
ing functional safety. The experience in automation 
of data collection and management, and the applica-
tion of Data Science methods make it possible not 
only to predict target events, but also to determine 
strategies for the development of data collection 
systems. After all, the reliability of prediction results 
ultimately depends on the input data. Moreover, re-
cently we have dealt with the fact that the nature, 
volume and discreteness of the input data deter-
mine what kind of problem can be solved.
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Abstract: The paper aims to assess the effect of the existing actions to assist a train driver in various operational situations, as well 
as to numerically evaluate the effect of such assistance on the resultant indicator of an error-free driver performance. The paper 
calculates and analyses the probability of at least one of the independent events or actions aimed at improving the quality of driver 
performance and reduction of the probability of error. The model of an environment was created, in which the probability of error-
free driver performance is affected by a number of factors.

Keywords: safety of a man-machine system, increasing the probability of error-free transportation process performance, driver’s 
operational environment.

IÄãÙÊ�ç�ã®ÊÄ
The driver is one а the key components in the 

process of train control and protection. Other note-
worthy factors include the condition of the locomo-
tive equipment and components, compliance with 
the rules and instructions, quality and depend-
ability of equipment [1,2]. Such safety functions as 
observation of speed restrictions and correct train 
control are progressively being automated, yet in 
the majority of cases the ϐinal decision is still tak-
en by the driver [3,4]. Today, the driver performs a 
host of tasks and bears great responsibility for the 
committed errors, therefore assisting the driver and 
reducing the probability of error associated with 
the performance of certain sets of actions is of rel-
evance. The matter of the effect of the human factor 
on the railway trafϐic safety has been examined on 
many occasions. The probability of error of driver 
only operations is between 10-2 and 10-3, while the 
probability of error-free performance is low [5], 
therefore the problem of ensuring stable and error-
free driver performance is now of relevance. There 
is a number of methods of ensuring fault-free driver 

performance [6-8] and approaches to the evalu-
ation of the effect of the human factor [9-11]. One 
of such approaches is the apportionment of the re-
sponsibility of the involved employees for incidents 
that caused a deterioration of the quality and ef-
ϐiciency of railway operations, violations of trafϐic 
safety [12]. Another approach is the evaluation of an 
employee’s ϐitness for a speciϐic professional activ-
ity for the purpose of targeted correction of profes-
sionally important qualities of employees and more 
efϐicient personnel selection [13,14]. Preventive 
measures aimed at reducing the probability of train 
control violations may be deϐined using a combina-
tion of methods of evaluating driver performance 
and prediction [6]. Another method of reducing the 
probability of violation is by observing the optimal 
ratio between periods of work and rest, granted 
the planned train schedule has been fulϐilled [7,8]. 
Such approaches to the research of complex man-
machine systems and human-human interactions 
primarily deal with the evaluation of the effect of 
professional and psychophysical properties of per-
sonnel on the operation of the system as a whole. 
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This paper examines the evaluation of the effect of 
the assistance to the driver’s operations both by hu-
mans (trafϐic controller, instructing driver, etc.), and 
by hardware and software technical systems (train 
protection device, ATO systems, etc.)

The paper examines the following driver operat-
ing environment:

 - in any difϐicult situation, the driver can imme-
diately contact an instructing driver regard-
ing malfunctions of the locomotive or train in 
order to conϐirm the grading of track or the 
methods of driving the train along a railway 
line;

 - the physiological condition of the driver is 
monitored by a special device that protects 
against the onset of sleep and loss of atten-
tion;

 - the driver receives the bulk of information 
on the operating situation from the onboard 
safety units;

 - from each station, via the station duty ofϐicer, 
the driver receives information of the train 
route and emerging circumstances along the 
line;

 - the level crossing duty ofϐicer communicates 

critical information to the nearest station’s 
duty ofϐicer and the diver at the moment the 
train clears the station (ϐlag), as the open line 
is the most hazardous facility;

 - the whole travelled distance is recorded on an 
electronic storage device onboard the loco-
motive. All speed restrictions can be tracked 
automatically using the train protection de-
vice and visually by the driver;

 - information is recorded into the electronic 
storage device from the speed restrictions 
server. Additionally, the system that tracks the 
locomotive location communicates real-time 
information to the locomotive to be displayed 
to the driver and for the purpose of automatic 
train operation. Train detection information is 
communicated to the trafϐic controller in real 
time. If necessary, it is also communicated to 
the driver via the radio channel. That is the 
procedure used in case infrastructure work-
ers identify an emergency.

Adopted notations and assumptions:
1. The original sources of driver assistance shall 

be named “aggregators”;

 (0)

ID (1)

VC (2)

TPD (10)

EM (4)

SDO (5)

LCDO (6)

ATO (9)

TSR-RT (7)

TTC (8)

TSR (3)

Operational safety messageOperational restriction

PSR (11)

Figure 1. Graph of interaction between a driver and the aggregators and actions aimed at improving the probability of error-free 
performance of train control actions
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2. The aggregators are mutually independent;
3. Each aggregator can generate one or more 

actions to assist the driver;
4. Each actions have a random effect of the re-

duction of the probability of driver error;
5. The effects of the aggregators on the prob-

ability of driver error are mutually indepen-
dent;

6. The probability of error gD is take as the 
quantitative measure of error;

7. Probability pi , where i = 1,2,... m and m is the 
ϐinite number of the effect of known actions 
aimed at reducing the probability of driver 
error is adopted as the quantitative measure 
of the effect of an action on the reduction of 
the probability of driver error;

8. The resultant measure of reduction of the 
probability of driver error is the product of 
the probabilities of the effect of all actions 
caused by the environment aggregators on 
the driver performance.

The diagram in Fig. 1 uses the following nota-
tions:

0, driver (D);
1, actions of the instructing driver (ID);
2. action of the driver vigilance control device 

(VC);
3. action of the automated system for track con-

dition monitoring and generation of temporary 

speed restrictions (TSR). Temporary speed restric-
tions are displayed to the station duty ofϐicer and 
are transmitted to the train protection device (TPD) 
and ATO system. The ATO and TPD systems advise 
the driver on the optimal and safe clearance of the 
received restriction;

4. action of the electronic map of the line (EM);
5. action of the station duty ofϐicer (SDO);
6, action of the level crossing duty ofϐicer (LCDO);
7. action of the data of the TSR radio transmis-

sion to the locomotive (TSR-RT);
8. action of the train trafϐic controller (TTC);
9. action of the automatic train operation (ATO) 

system;
10. action of the train protection device (TPD);
11. action of the automated system for digital 

map generation and issuance of permanent speed 
restrictions (PSR). Permanent speed restrictions are 
loaded into the TPD and ATO databases, as well as 
the TSR. The TPD and ATO systems advise the driver 
on the optimal and safe clearance of the received re-
striction.

According to the diagram in Fig. 1 the ϐinite num-
ber of known actions aimed at reducing the prob-
ability of driver error is m = 11. 

In turn, the aggregators, i.e., original sources of 
data, are: 1, 2, 3, 6 and 11 nodes of the diagram.

The probability of error-free driver performance 
within the environment shown in Fig. 1 equals

 pD = 1 – GD (1)

The probability of driver error GD is calculated using formula:

 GD = gD W      (2)

where W is the resulting reduction of the probability of driver error as the result of designated actions 
within the examined environment.

In accordance with the diagram in Fig. 1

 W = (1 – p1) C1 (1 – p2 ) C2 (1 – p3) C3 (1 – p6) C6 (1 – p11) C11, (3)

where C1 = C2 = 1, 

C3 = (1 – p8) (1 – p8 p5) (1 – p7 p10) (1 – p7 p9 p10); C6 = (1 – p5); C11 = (1 – p4)(1 – p4 p10)(1 – p9 p10).     (4)

Thus, the probability of error-free driver performance within the environment equals

pD = 1 – gD (1 – p1)(1 – p2)(1 – p3)(1 – p8)(1 – p8 p5)(1 – p7 p10)(1 – p7 p9 p10)(1 – p6)(1 – p5)
(1 – p11)(1 – p4)(1 – p4 p10)(1 – p9 p10) (5)

It should be noted that in various operational situations the effect of the factors would differ. An example 
of evaluation of the effect will be examined in the following paper.
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Let us analyse the deduced formula (5).
If none of the designated actions had an effect, 

then pi = 0, i = 1,2,...,11 and the probability of driver 
error pD = 0, as W = 1.

Figure 2. Dependence W(pi)

Figure 3. Dependence and pD(pi)
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In turn, if at least one of the designated actions, 
in some cases in combination with others, produced 
a complete effect, i.e., one of the multipliers becam e 
equal to 0, then pD = 1, as in that case W = 0.

Let us evaluate the effect of each action on the 
resulting probability of error. In order to identify the 
highest effect we will examine each probability  pi 
within the range between 0 and 1, while the remain-
ing probabilities will be ϐixed at pi = 0.5, i = 1,2,...,11. 
The probability of driver error will be adopted as gD 
= 10-3, that value being average [5]. The dependence 
graphs W(pi) and pD(pi) are shown in Figures 1 and 
2, respectively.

The graphs show that as the probability of suc-
cessful driver assistance action increases the result-
ing probability grows. High values of TPD, TTC, SDO 
and EM have the highest effect on the ϐinal indica-
tor. Under low probabilities the aggregators, TSR-RT 
and ATO have the highest effect.

Thus, if the values of error-free performance of 
the examined actions and aggregators are below 0.5 
the highest effect is produced by the ATO and TSR-
RT, while the TPD and other actions do not have a 
pronounced effect. However, if the probabilities are 
above 0.5, the situation changes dramatically. The 
lowest effect is produced by the ATO and TSR-RT. 
Between 0.5 and 0.7, the effect of the remaining 
factors is about the same. As the values near 1, the 
effect of the TPD somewhat decreases. As the prob-
abilities of performance under normal conditions 
are above 0.5, it can be concluded that effort should 
be made to ensure the probability of correct perfor-
mance of the TPD, TTC, SDO and EM, because they 
have a signiϐicant effect on the probability of error-
free performance.

In the next article we will examine a case study 
involving the evaluation of the effect of each aggre-
gator and action on the resulting probability of er-
ror-free driver performance in a speciϐic operational 
situation.
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Abstract: This paper aims to numerically evaluate the effect of existing actions to assist a train driver in various operational 
situations, as well as select the indicators of error-free operation ending on the form of activity and other factors. The effect of each 
individual examined factor on the resulting indicator was evaluated, operational situations were examined taking into account the 
proportion of times when the action has a positive effect. A few practical cases were examined, whereas the method can be used.

Keywords: safety of a man-machine system, increasing the probability of error-free transportation process performance, driver’s 
operational environment.

In the previous paper we made an attempt to as-
sess the effect of the existing actions to assist a train 
driver in various operational situations. Now let us 
analyse the effect of each aggregator and action on 
the resulting probability of error-free driver opera-
tion in a speciϐic operational situation. 

The probability of error-free human operation is 
affected by a number of factors. The most signiϐicant 
ones include the psychological and physiological fac-
tors of stress, types of situation and activity, time al-
lowed for decision-making [1]. The probabilities of hu-
man error when performing various types of activities 
under various psychophysiological conditions differ.

Thus, [2] cites the following ranges of human er-
ror frequency depending on the type of activity:

AcƟ vity Error frequency. 
Mean value range

ReacƟ on to a signalling device 0.00005 – 0.001

Reading signals off  of a digital screen 0.0005 – 0.005

Reading analogue instruments 0.001 – 0.01

WriƟ ng down more than three numbers 0.0005 – 0.005
SelecƟ on of the adjusƟ ng device on a funcƟ onally 
divided panel 0.0005 – 0.005

Switching a mulƟ ple-posiƟ on switch 0.0001 – 0.1

Reading instruments with limiƟ ng markers 0.0005 – 0.005

Performance of a set sequence of acƟ ons 0.003 – 0.03

In [3], the following indicators of error-free hu-
man performance as part of various types of activi-
ties are given:

AcƟ vity
Coeffi  cient 
of error-free 
operaƟ on

Reading manuals (0.9901)

Reading electronic instruments (0.9928)

Switching a mulƟ ple-posiƟ on switch (0.9940)

Reading a pressure gauge (0.9952)

Seƫ  ng switches into the “0” posiƟ on (0.9959)

Checking the Ɵ me (0.9966)

The probability of error depending on the type of 
activity associated with an exchange of information 
given in [4]:

AcƟ vity Error coeffi  cient

Speech acquisiƟ on

Loudness and tone

Signifi cantly above the level of noise 5*10-4

Insignifi cantly above the level of noise 1*10-3

PracƟ cally equal to the level of noise 5*10-3

Ambiguity

Ambiguity allowed 5*10-3

Defi nitely ambiguous 5*10-3
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Repeat

No repeat 9*10-4

Repeat 3*10-4

[1] cites the following statistical data regarding 
the probabilities of human error:

Name of operaƟ on Error probability

PercepƟ on of a verbal message (1 – 3 words) 0.0002

Issuance of a verbal message (1 – 3 words) 0.0002

Reading (1 – 3 words) 0.0010

Taking notes (1 – 3 words) 0.0003

PercepƟ on of alarm light, sign 0.0035

PercepƟ on of plates 0.0014

PercepƟ on of indicaƟ ng meters 0.0072

PercepƟ on of digital device indicaƟ ons 0.0012

Pushing a buƩ on 0.0025

Pressing the required key 0.0050

Switch actuaƟ on 0.0020
Seƫ  ng a selecƟ on switch into the required 
posiƟ on 0.0044

ConnecƟ ng cables 0.0032

DisconnecƟ ng a bullet connector 0.0009

Seƫ  ng controller handle parameter 0.0094

Same for handwheel 0.0100

Same for lever 0.0150

SelecƟ ng out of several diff erent switches 0.0001

Intense work with quickly changing situaƟ ons 0.2 – 0.3

The probability of error signiϐicantly differs de-
pending on the time allocated for decision-making 
and activity performance. In [1], the following indi-
cators are given:

Time allocated for decision-making and acƟ vity 
performance

Probability of 
erroneous acƟ on 
of qualifi ed 
personnel

Very short (less than 5 min) 0.1

Short (5 to 60 min) 10-3

Long (more than 1 h) 3*10-4

[5] cites the following frequencies of operator 
error when put under stress and depending on the 
time allocated for decision-making 

Time to react Probability of error
The acƟ on must be taken within the fi rst 60 
seconds upon the beginning of the stressful 
situaƟ on

~1.0

The acƟ on must be taken within the fi rst 5 
minutes upon the beginning of the stressful 
situaƟ on

9*10-1

The acƟ on must be taken within the fi rst 30 
minutes upon the beginning of the stressful 
situaƟ on

10-1

The acƟ on must be taken within several hours 
upon the beginning of the stressful situaƟ on 10-2

The above results show that, depending on the 
type of action, presence of stress and availability of 
time for decision-making, the probability of human 
error may differ by 4 orders of magnitude. Having an-
alysed the above statistical data, we can conclude that 
the presence of stress increases the probability of er-
ror by an order of magnitude, while the reduction of 
the time allocated for decision-making decreases this 
indicator by another order of magnitude.

In order to identify the probability of error in the 
course of interaction with 

 - an instructing driver (ID) p1, 
 - a level crossing duty offi  cer (LCDO) p6, 
 - a line-level train traffi  c controller (TTC) p8,
 - a station duty offi  cer (SDO) p5,

let us use statistics on the frequency of human errors 
in the types of activity associated with the exchange 
of information, as the interaction occurs through 
verbal communication and issuance of commands 
and recommendations as to proceed along specif-
ic lines. Let us evaluate the effect of the factors by 
the lower bound, i.e., in the worst conditions out of 
those considered, namely the perception of speech 
under multitasking and high level of interference. 
Let us adopt 1 – p1 = 1 – p5 = 1 – p6 = 1 – p8 = 5 * 10-3 
as the probability of error.

While evaluating the effect of a database error on 
the driver performance it must be taken into consid-
eration that in most cases databases are populated by 
specialised personnel, and a population error is two 
orders of magnitude higher than the error of the sys-
tem’s electronic components in the process of data 
storage and communication that is about 10-5, there-
fore the probability of error of temporary restrictions 
p3 and permanent restrictions p11 will be taken equal 
to the probability of error of writing with the number 
of signs greater than 10 [6] 1 – p3 = 1 –p11 = 4*10-4.
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In order to identify the probability of error-free 
operation of electronic devices, including the vigi-
lance control (VC) p2, TSR radio transmission to the 
locomotive (TSR-RT) p7, and automatic train opera-
tion (ATO) p9, let us use the data on the dependabil-
ity of single-channel SIL0 devices. The probability of 
failure per hour of such devices is 10-5, therefore 1 
– p2 = 1 – p7 = 1 – p9 = 10-5 . The safety integrity level 
of the train protection device and electronic map is 
SIL4, therefore 1 – p4 = 1 – p10 = 10-9.

In order to identify the base probability of driver 
error let us take into consideration the time to react 
and presence of stress. In the examined operational 

situation the decision-making time is limited to sev-
eral dozen minutes, as the situation is an emergency, 
it is assumed that the driver is stressed, therefore 
the base indicator of probability of driver error is 
taken to be equal to gD = 5*10-2.

Obviously, depending on the operational situa-
tion the set of auxiliary actions varies. Simultane-
ous assistance of all system components appears 
to be unlikely. In order to evaluate the effect, let us 
introduce an additional coefϐicient that takes into 
account the proportion of time when an action or an 
aggregator has a positive effect.

Then, formula (1) will become as follows

pD = 1 – gD (1 – p1 k1)(1 – p2 k2)(1 – p3 k3)(1 – p8 k8)(1 – p8 k8 p5 k5)(1 – p7 k7 p10 k10)(1 – p7 k7 p9 k9 
p10 k10)(1 – p6 k6)(1 – p5 k5)(1 – p11 k11)(1 – p4 k4)(1 – p4 k4 p10 k10)(1 – p9 k9 p10 k10)                    (1),

where k1  is the coefϐicient that takes into account 
the proportion of time when an action or aggregator 
may have a positive effect on the driver.

Let us examine the following operational situa-
tion:

The train protection device (TPD) has failed and 
the driver is to perform “removal of the train from 
the open line” subject to the time restrictions of the 
driver’s list of warnings (DU-61) and assistance of 
the instructing driver who has knowledge of the 
presence of permanent restrictions [7].

Let us calculate the probability of error GD when 
moving on a section other than a level crossing:
gD = 5*10-2

p1 = p5 = p6 = p8 = 5*10-3

p3 = p11 = 4*10-4

p2 = p7 = p9 = 10-5

p4 = p10 = 10-9

k1 = 1, as in this operational situation the instruct-

ing driver completely monitors the operation and 
assists the driver;
k2 = 0, as when the TPD fails, in this operational situ-
ation the instructing driver performs the function of 
vigilance control;
k3 = 1, as the driver uses temporary speed restric-
tions from DU-61 and ATO;
k6 = 0, as according to the conditions the driver does 
not move over a level crossing;
k8 = k5 = 0, as the operational situation is out of the 
competence of TTC and SDO;
k9 = 0, as the automatic train operation does not en-
force the allowed speed;
k10 = k4 = 0, as according to the conditions the TPD 
and electronic map of the line (EM) have failed;
k11 = 0, as the electronic devices have no access to 
the database.

Thus, the probability of driver error when the 
train moves other than over a level crossing can be 
calculated as follows:

gD = 0,05(1 – 0,995*1)(1 – 0)(1 – 0,9996*0)(1 – 0)(1 – 0)(1 – p7 0)(1 – p7 00)(1 – 0,995*1)(1 – 0)
(1 – 0)(1 – 0)(1 – 00)(1 – 00) = 1,25*10-6.
When the train moves over a level crossing the probability of driver error is
gD = 0,01(1 – 0,995*0)(1 – 0)(1 – 0,9996*1)(1 – 0)(1 – 0)(1 – p7 0)(1 – p7 00)(1 – 0,995)0,5(1 – 0)
(1 – 0)(1 – 0)(1 – 00)(1 – 00) = 1*10-7. 
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Practical results:
1. The creation of a driver operational environ-

ment containing certain auxiliary actions and 
sources of additional information on a railway 
line and the restrictions in force allow reduc-
ing the probability of error and signiϐicantly 
improving the probability of error-free driver 
performance.

2. The TPD, TTC, SDO and EM have the highest 
effect on the indicator of fault-free operation. 
Of signiϐicant importance are the sources of 
data, including ID, VC, LCDO and database in-
formation on the temporary and permanent 
restrictions. 

3. The effect of various actions and information 
depends on the operational situation.
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Abstract: The paper studies approaches to railway scheduling problems using artiϐicial neural networks (ANNs). The authors 
analyze traditional learning algorithms and difϐiculties for their application. The description of ANN’s behavior is provided in the 
form of a phase portrait. New approaches and techniques are proposed for quality improvement of training of multilayer ANNs 
with variable signal conductivity.
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IÄãÙÊ�ç�ã®ÊÄ
Scheduling tasks are of great importance and 

well known in railway transportation. The most 
common scheduling tasks are as follows:

• routing problems (combinatory optimization 
problems where a set of routes to several con-
sumer points has to be found for a ϐleet of ve-
hicles located at one or more source points);

• timetabling tasks (preparation of train time-
tables in such a way that they should meet all 
available time constraints);

• volume planning tasks (trafϐic distribution 
with the required volume of transportation 
taken into account);

• timetabling and volume planning (prepara-
tion of train timetables considering all pos-
sible constraints);

• volume planning and routing tasks (construc-
tion of train timetables and preparation of 
routes);

• other optimization tasks.
The main difϐiculties in solving these problems 

by strict methods are combinatory complexities, 
exhaustive searches, computer memory deϐiciency, 

and time-consuming computations to reach an op-
timal solution.

In this case a number of heuristic algorithms are 
used. For example:

 - The Monte Carlo method. In scheduling prob-
lems, this method allows obtaining a series 
of approximated solutions, from which it is 
required to choose the best one. However, 
it is obvious that any veriϐied change in the 
operation of a railway line will lead to neces-
sarily changing the basic parameters of an al-
gorithm, i.e. the type of a random value’s dis-
tribution function, mathematical expectation, 
dispersion etc.

 - Methods of dynamic programming (Bellman 
equation). The main idea of this method is 
the decomposition of a complex problem into 
a number of simple ones, whose solution is 
reduced to calculating a single variable. The 
method allows constructing a schedule using 
the optimality of any part of a schedule when 
it is optimal in general.

To sum up on the above methods, it should be 
noted that to achieve an optimal solution one needs 
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to have numerous tests, and it increases time expen-
ditures, while not giving any guarantee that an ob-
tained solution will be close to optimality.

Approaches to scheduling problems 
using arti icial neural networks
In this context, algorithms based on or construct-

ed using ANN stand out. The reason is that artiϐicial 
neural networks have a number of qualities inher-
ent in a human brain and not available in classical 
computer architectures, capable of learning with 
and without a teacher, and consolidating accumu-
lated knowledge.

Neural network solutions are applied to various 
types of scheduling tasks. There are various types of 
solutions.

David R. Martinelli and Hualiang Teng in [1] use 
a neural network to prepare a train formation plan. 
A train formation plan is the basis for further con-
struction of freight trains’ paths. They state the fol-
lowing task – for a given network of railway stations 
with existing routes, a table of requests and a given 
number of wagons one has to construct a train for-
mation plan to satisfy requests.

The authors solve this problem using a multi-
layer perceptron. The input layer contains as many 
neurons as there are requests for transportation, 
the output layer contains as many neurons as there 
are possible combinations of “request – scheduled 
train”. By training this network on existing training 
examples using the method of error back propaga-
tion, one can have new solutions satisfying these 
constraints.

The disadvantages of the method are the depen-
dence of a neural network on the available options 
of a train formation plan and the necessity to re-
train it every time the conϐiguration of wagon ϐlows 
changes.

For instance, papers [2-3] are based on the use of 
Hopϐield networks. The paper [4] considers the issue 
of scheduling using Hopϐield networks applied to the 
distribution of tasks across several processors. How-
ever, the method also has its drawback that is repre-
sented by a repeated use of heuristics and necessity 
to solve complex equations to obtain a schedule, even 
when some equations are already available.

To avoid problems associated with the use of 
Hopϐield neural networks, such as long working 

hours and the amount of memory required, the au-
thors of [4] propose to use the competition of neu-
rons. The simulation results show that a competi-
tive neural network with the constraints taken into 
account in the proposed energy function provides 
a more suitable approach to solving such a class of 
planning problems as traveling salesman problems.

Paper [5] considers timetabling classes at uni-
versity using neural networks. The authors have 
adapted the Hopϐield methodology to the task of 
timetabling classes: a neural network interpretation 
of the task is given, speciϐic constraints of the energy 
function are considered, and the neural network is 
synthesized. The timetable of a certain number of 
classes that should be distributed by class rooms 
with constraints taken into consideration is pre-
sented in the form of integer piecewise-constant 
functions of time. As in the papers described above, 
the design of a neural network is selected and its 
energy function is conϐigured. The authors note that 
they only developed an approach to construction 
of class timetables. They don’t calculate the coefϐi-
cients of the obtained function, they don’t consider 
the issues of achieving its minimum and, respec-
tively, they don’t evaluate the quality of the resulting 
neural network solution.

A Hopϐield neural network is often used in sched-
uling tasks. However, it is only used with the follow-
ing restriction – of importance is only the ϐinal dis-
tribution of resources (free / busy). This network 
can’t be applied in the following cases:

• It matters how the state of these resources 
changed;

• The state of a resource at a given moment of 
time should be equal to the state of a resource 
at the previous moment of time;

• These sequences should be memorized as 
well as shifted in a two-dimensional coordi-
nate space (e.g. time-distance).

As it is seen, the analyzed papers reϐlect the im-
plementation of a Hopϐield network for processors, 
class timetables, but not for the systems in which 
the previous behavior determined the behavior at 
subsequent moments, and a railway line being that 
type of a system.

Let us consider some more materials where neu-
ral networks are applied to transport problems. In 
[6], neural networks, as one of the methods, are 
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used to predict congestion of roads in the city.
The application of Hopϐield neural networks to 

optimize airport operations (aircraft landing sched-
uling) is given in [7].

As a target function for an airport with different 
aircrafts the paper considers the minimization of a 
landing time interpreted as a time interval between 
the arrival of the ϐirst and the last aircrafts.

For this purpose, possible modes of aircraft land-
ing – sequences – are encoded as chains. The clas-
sical function of Hopϐield networks is used as an 
energy function, where one of the parts implies con-
straints (such as the impossibility of two planes to 
land on the same strip at the same time), and the 
second minimizes the landing time (using pairs of 
integer binary values of the output signals of Hop-
ϐield neurons).

As soon as the Hopϐield network has come to a 
stable state, mutation is applied to the individual 
outputs and the process of calculation of the energy 
function is repeated.

This task is more like the task of constructing a 
schedule for a single-track railway line, however, 
since not all planes are connected to each other 
upon arrival, and the behavior of a subsequent train 
on a single-track line depends on the behavior of a 
previous one, there are substantiated assumptions 
that the form of an energy function when construct-
ing a railway schedule can be different from that in-
dicated in [7].

For instance, V. A. Kostenko and A. V. Vinokurov 
in their paper study the issue of scheduling by us-
ing Hopϐield networks [4] applied to the distribu-
tion of tasks across several processors. A number of 
problems should be solved to obtain solutions for 
combinatory optimization problems using neural 
networks of this class:

• To translate a task into the “language” of neu-
ral networks means to ϐind correspondence 
between the states of neurons and the values 
of optimized parameters. 

• To construct a network energy function given 
the constraints and the target function. The 
energy function of a network at the minimum 
points of the target function should also have 
minimum points. If the constraints are violat-
ed, there should be ϐines increasing the value 
of the energy function. 

There arise two complex controversial issues:
1. How can we establish correspondence be-

tween the members of a network energy func-
tion and the members of the general form of 
network energy? 

2. How can we calculate weighting factors for 
penalty functions? 

The author of the paper obtains coefϐicients for 
penalty functions using heuristics, noting that their 
values are subject to future research. Analyzing the 
inϐluence of the number of processes and proces-
sors on the number of correct decisions obtained, he 
comes to the conclusion that the optimal algorithm 
for constructing a timetable will be:

a. obtaining a schedule using a heuristic algo-
rithm;

b. obtaining bindings by the Hopϐield network, 
provided that there are no restrictions on the 
order of the processes using the schedule ob-
tained in paragraph 1, as an initial approxima-
tion;

c. obtaining order by a heuristic algorithm of lo-
cal optimization.

The disadvantage of this method is the repeat-
ed use of heuristics and the need to solve complex 
equations to obtain a schedule, even taking into ac-
count the existing restrictions.

In addition to the use of neural networks to solve 
schedule tasks per se, let us consider such an as-
pect as modifying the designs of neural networks in 
terms of rebuilding internal elements and modify-
ing the entire or partial network structure.

Multilayer arti icial neural network with 
variable signal conductivity
One of the attempts to overcome these short-

comings in the subject ϐield of railway transport is 
the development of a multilayer artiϐicial neural 
network with variable signal conductivity (abbrevi-
ated as MANN VSC) to the issues of scheduling. This 
was ϐirst done in 2015 [8], and is currently the main 
source for research in the ϐield of improving the 
quality of education.

MANN VSC is a hybrid neural network that com-
bines the characteristic features of a multilayer per-
ceptron, the Wilshaw-van der Malsburg network 
with the Hopϐield network.

In the paper by Ignatenkov A.V. [9] the following 
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explanations are given: “... from the point of view of 
the architecture of artiϐicial neural networks, it is 
important to note one feature the developed neural 
network must satisfy: the importance of not only the 
value of the network error function on the output 
layer, but also the importance of the path from the 
start neuron through the layers to the ϐinal neuron 
of the network ...”. This aspect is considered in the 
topology below.

The topology of the special neural network with 
variable signal conductivity described in [10] is giv-
en in Fig . 1

The number of layers is equal to the number 
of railway stations. Each layer has 1440 neurons, 
which is equal to the number of minutes in the pe-
riod of twenty-four hours.

From each neuron of the i-th layer, there are con-
nections to each neuron of the next layer (a total of 
1440 links). In addition, each neuron is associated 
with several neurons on the left (i.e., with neurons 
with a smaller number) and on the right (with neu-
rons with a larger number).

Each matrix of weights W between two layers 
with numbers i, i+1 is a square matrix with the num-
ber of rows and columns equal to 1440. 

where Wij  is the weight value on the link connecting 
the neuron with the i-th layer number and the neu-
ron with the j-number of the adjacent layer.

Possible states of the neuron are: “active” – the 
input signal can be received at the input of the corre-

sponding neuron, “sleep” – the value of the potential 
of the given neuron is zero, “off” – the neuron cannot 
receive signals from the previous layer. The states of 
“sleep” exist for both even and odd directions.

 Weights of constraints are initially speciϐied 
randomly by real numbers from zero to 0.1. Later 
they change as the neural network is trained. The 
transit of the signal through the connections be-
tween the neurons of neighboring layers displays 
the process of the train running along the path be-
tween the stations. Note that all weights of links 
from a neuron with number j from 0 to j+t (where 
t is minimum travel time) are taken equal minus in-
ϐinity. These weights never change. 

Under normal conditions this network is trained 
according to several algorithms based on error back 
propagation and featuring some speciϐics:

1. MANN model for calculating the output vector 
of the network based on the competition of links for 
signal transit. Note that the values of the network’s 
output vector and the vector deϐining the state of the 
network are different in their physical sense, i.e. the 
input and the output of the network illustrates the 
points of entry and exit of a signal, while the values 
of neurons activation don’t have any explicit physi-
cal sense.

2. Special learning algorithms for MANN with al-
ternate changing of weights, i.e. the weights which 
help to reduce MANN’s errors increase while the 
weights preventing the reduction of errors are re-
duced.

Unlike existing learning algorithms, a ϐixed initial 
learning speed is used and an increase in the learn-
ing speed of the network is proposed depending on 
the past number of epochs. In addition, the ratio be-
tween the rate of increase of weights and the rate of 
decrease of weights is regulated by a special function.

 When testing and using the resulting network 
on simulation models of railway lines in 2015-2019, 
various schedules were obtained with the load level 
of 185 processes per day. The computational com-
plexity of the neural network is O(m2n) + O(mn2) for 
m neurons in the layer and n layers.

Therefore, the issue of improving the quality of 
training is relevant. Some main principles of model-
ling control strategies for such objects were brieϐly 
described in [10]. To this end, many attempts have 
been made, and their results will be shown below. 

Fig 1. The topology of MANN VSC
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Training of MANN in terms of digital 
signal processing
In a particular case when the error function could 

be described as a sum of sinusoidal harmonics with 
different frequencies and amplitudes we may use 
the results obtained in [11]. In a general case we are 
not sure in this signal error representation.

Fig. 2. One example of error function 

To analyze the behavior of the error function we 
plot its autocorrelation function (Fig. 3).

Fig. 3. ACF of the error function 

It gave us an assumption that it is possible to de-
compose the signal. The goal of this decomposition 
is to ϐilter the main components of the error func-
tion. After ϐiltering we should try to implicate the 
decomposition for a rational control scheme to train 
the network.

According to the useful practice in stochastic 
market signal processing, we have successfully im-
plicated LOESS techniques [12] to decompose the 
signal of the neural network error function. It was 
found that the analyzed signal consists of three per-
ceptible components: a trend part, a periodic signal 
and irregular components.

Fig. 4. An example of STL-decomposition of the error function 
(trend) 

The trend curve of the neural network error 
function provides guides for synthesis of the ratio-
nal control.

In terms of desired MANN’s output this behavior 
can be considered as acceptable, however, the au-
thors faced the following problem: the need to im-
plicate one control curve using 10 5-6 weight coefϐi-
cients on average, which is computationally difϐicult 
and requires additional laborious studies in the de-
pendence of the error function on dynamics of each 
weight coefϐicient.

Therefore, despite the controllability of such a 
network, as illustrated in [13], the authors devel-
oped a number of techniques for its implementation.

Post-Training Technique
To develop this technique, we carried out a gen-

eralized analysis of signal change trajectories in 
phase coordinates (Fig. 5). 

Additionally, in order to study the behavior of the 
ANN as a system, phase portraits of the error of the 
artiϐicial neural network in the coordinates (dE(t)/
dtE(t)) for a converged and non-converged network 
were constructed.
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Fig. 5. Phase portraits (left – converged network)

  
There is a certain similarity of portraits, i.e. the 

presence of certain quasi-stable cycles and points 
with a low error value, which are not part of the 
stable cycles. In this case, the rate of change of the 
error changes, while being on the indicated trajecto-
ries with an increase in the total error.

In the behavior of a multilayer artiϐicial neural 
network [8], sharp jumps are observed both in the 
error itself and in the rate of change of the error. 
The reason for this is the network structure and 
the principle of choosing the maximum connection 
when calculating the output. When an even signal 
propagates through the connections between neu-
rons, then at the moment of activation of the neuron, 
according to the conditions of the problem, a dead 
zone occurs. The odd signal propagating through the 
links ϐinds the maximum odd link, which can lead to 
an “off” neuron. In this case, the signal doesn’t go 
through the given connection but uses the next larg-
est weight connection. And this connection can be 
far from the point of the desired network output by 
a signiϐicant amount (network connections are ini-
tialized when it is created randomly). Thus, a sharp 
increase in the output error signal occurs. 

To mitigate this effect, the model for determining 
the width of the training links bundle for each neu-
ron was changed according to formula

, (11)

where s is the magnitude of the bundle of neuron 
connections for training, E (t) is the error, t is the 
number of the epoch.

Thus, the behavior of the network is controlled 
not only by an error, but also by its change in the 
previous step. If the network tries to increase the 
error, the width of the bundle of connections in-
creases.

The essence of post-training is as follows: dur-
ing the ϐirst epoch of the MANN displays primary 
errors and writes them as control ones. In subse-
quent epochs, current errors change, but before 
output, they are compared with the results of con-
trol errors of the previous epoch. In the case when 
the error of the new epoch turns out to be greater 
than the control error of the previous epoch, the 
retraining and lowering of the error value is start-
ed, thereby the network tries to reduce the error 
to the minimum value, simultaneously striving for 
a quasi-stable position. In the case when the er-
rors of the new epoch become less than the con-
trol errors of the previous one, the control errors 
are rewritten. After a certain number of epochs, 
the ANN comes into a quasi-stable state, but jumps 
also occur that on average happen once per 275 
epochs. Post-training is carried out 25 times, and 
afterwards a researcher deals with error results 
changed during the process.

Despite the fact that it was not possible to com-
pletely eliminate the oscillatory behavior of the net-
work, signiϐicantly lower error values are observed 
and the network has been near them for a long time. 
This allows us to stop training such a network at the 
right time and get a solution for a smaller number of 
epochs (1.7-2 times) than it is achieved with a clas-
sical network.

The results are presented in the graphs below in 
Fig. 6.
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Fig. 6. Phase portrait of a network with post-training (blue – 
even error, green – odd error)

If phase portraits are compared before and after 
post-training, one can see that post-training leads 
to reduction in random ϐluctuations. However, for a 
signal of even errors there are two modes, with one 
of them being replaced by another, and for odd er-
rors portraits give oscillations within a predeϐined 
region of the phase space.

Note that the initial design of the MANN did not 
have post-training, i.e. in fact had no memory. Con-
trol errors and post-training were introduced as 
one of the types of implicit memory. The program 
began to memorize the current error, then started 
a new epoch, received an error, and compared if it 
became better than the previous one. In the case of 
getting worse results, the retraining procedure was 
started until optimal results were obtained, but no 
more than a predetermined number of steps in post-
training. 

Unlike the ϐirst series of tests that were carried 
out on simulation models of railway lines sections, 
post-training was applied to the operation of the 
ANN on real lines of Russian Railways in the Eastern 
region for a network of 1920 neurons with 27 layers 
and a load of 170 trains per day.

The received error signal after changing the train-
ing scheme is given in Fig. 7 (1250 training epochs).

Its autocorrelation function is shown in Fig. 8.

Fig. 8. Autocorrelation function of the network (with post-training)

Fig. 7. Network error signal after the introduction of post-training
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As it can be seen from a comparison of Fig. 2 and 
Fig. 8, the following changes occurred in the behav-
ior of the error signal:

 - The severity of the correlation of the error 
signal with itself sharply decreased for time 
intervals of 0-60 epochs.

 - Not strong, although distinct peaks are ob-
served at intervals 13-14, 39, 52-53, 62-63. 
In their absolute value, they speak of an ex-
tremely weak degree of correlation.

 - In general, which is conϐirmed by Fig. 3, the 
nature of the error signal became smoother, 
and in epochs with a signiϐicant number al-
most without sharp deviations and outliers.

The received new error signal was decomposed 
according to the LOESS method (Fig. 9) in the RStu-
dio software environment. This method extracts the 
trend, periodic and residual random component 
from the error signal.

After receiving the results of errors of 1250 ep-
ochs, the authors conducted their analysis, built 
a graph, and displayed a trend. If we compare the 
graphs of the dynamics of the error of a multilayer 
ANN before and after post-training, then we can im-
mediately note a decrease in the dynamics of the 
spread of an error, a transition to a more stable posi-
tion of the network, stable points. Then the graphs 
were decomposed using the “STL” function of the 
“RStudio” software environment for a more detailed 
study, determination of the frequency of error oc-

currence, and identiϐication of the causes of a sharp 
jump in error growth even from relatively stable po-
sitions.

It is seen that there is a signiϐicant correlation be-
tween the overshoots of the error signal in a num-
ber of decomposition residues and in the periodic 
component. At the same time, the contribution of 
the trend is low (1/15 at the beginning of training).

In this regard, it is necessary to create a mecha-
nism for controlling the state of the ANN, which, 
without ϐixing a complete set of bond weights in 
each epoch, would eliminate the inϐluence of the 
periodic and residual components. Such a problem 
can be solved, for example, using approaches to the 
synthesis of optimal regulators.

PID control
The application of a trend component to control 

such an ANN consists in the fact that its values   can 

be used at the stage of training the network in ques-
tion as the reference values of a control error, which 
will reduce the training time and improve the qual-
ity of constructed timetables.

In search for various ways to control the error 
signal, the idea was proposed to apply a PID control-
ler that would correct the output signal trying to re-
duce the error of the output data and reducing the 
possibility of scatter and jumps.

PID control of the ANN error signal is implement-
ed according to the following formula:

Fig. 9. STL-decomposition of the error signal after ANN’s post-training
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 ,    
   

where s is the argument of the transfer function, K1  
is the coefϐicient of proportional regulation, K2 is the 
coefϐicient of integral regulation, K3 is the coefϐicient 
of differential regulation.

The PID controller algorithm is implemented in 
the programming language R in the RStudio envi-
ronment. 

As a setup, the approximation of the network er-
ror signal is set by an exponential function of the 
form Ae-kt, where t is the number of the network op-
eration epochs, A is the initial value of the network 
error with which training starts, and k is the coef-
ϐicient of the degree of error attenuation. The choice 
of such a setting function is due to the fact that it cor-
responds to the most common form of error reduc-
tion in the training of traditional neural networks.

For the MANN, consisting of 27 layers and 1920 
neurons in each layer and with 175 schedules as a 
load, the error signal without control changed ac-
cording to Fig. 10.

Fig. 10. Network error signal

The desired error change signal is shown in Fig. 
11.

Application of PID controller to the error signal 
with parameters K p = 10, K i = 1, K d = 0.01 showed 
that the control curve for the network error signal 
should look like this (Fig .12):

The algorithmic implementation of such control 
is carried out using the built-in techniques of the 
ANN and special techniques, including post-training 
etc.

An analysis of Fig. 12 shows that the control 
found is quite adequate to the existing behavior of 
the ANN error.

A promising development of this control is the 
introduction of decomposition and prediction of an 
error signal in real time in combination with the ap-
plied PID controller.

For the developed control system, the price of 
sustainability will be performed as follows. For each 
epoch, an additional perturbation is introduced into 
the error signal in the work of the MANN. The mag-
nitude of this perturbation is within [5 ... 100] and 
changes with step 5. The parameters of the PID con-
troller during testing (Table 2, Columns 2,3) were 
initially set as:

PID controller of even error:
Kp = 0.1, KI = 10, KD = 0.5

PID controller of odd error:
KP = 0.3, KI = 30, KD = 0.5

Fig. 11. Setup change

Fig. 12. Control curve for a given network
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The second series of tests (table 2, article 4.5):
New controller coefϔicients for an even error:

KP = 0.5, KI = 30, KD = 0.5

New controller coefϔicients for odd error:
KP = 1.5, KI = 30, KD = 0.5

The results are presented in Table 1.
Table 1 will be read as follows. The value of 0.31 

in the column “%” returns indicates that when a 
disturbance value of 0.31% of the average error is 
added to the error signal, its output value in the col-
umn “% resp” increased by 1.83% from the average.

This was done for error signals in the even and 
odd directions.

Compared to the ϐirst series of tests, in the sec-
ond series, the average response to disturbance de-
creased by 2%, which is insufϐicient.

To assess the stability value, let us introduce the 
stability coefϐicient (quality), which is calculated by 
the formula below:

,

Where:
Kst – coefϔicient of stability (quality),
Kdist – coefϔicient of disturbance,
Kresp – coefϔicient ofresponse.

The results are presented in Table 2.
The quality factor should be no more than 1, 

which means that the disturbance provided led to 
a response not exceeding in strength. Such modes 
with controller parameters KP = 1.5, KI = 30, KD = 0.5  
are observed in 2 cases out of 20.

For the purpose of identifying the most effective 
training modes of the network with the PID control-
ler, a second series of tests was carried out, during 
which the disturbance applied to the network input 
for 4 error signals varied from 0 to 55 with the step 
of 5, and the PID controller coefϐicients changed ac-
cording to the following scheme:

- KP: from 0.1 to 1 in increments of 0.2;
- KI: from 10 to 40 in increments of 10;
- KD: from 0.1 to 4.1 in increments of 1;
As in the ϐirst series, the values of the stability 

coefϐicients and the disturbance coefϐicient were 
calculated.

Table 1.

The magnitude of the 
disturbance, units/

epochs.

Test Series No. 1 Test series No. 2

Even Odd Even Odd

% dist % resp % dist % resp % dist % resp % dist % resp

1 2 3 4 5 6 7 8 9

5 0.31 101.83 0.4 104.15 0.28 100.42 0.33 98.8

10 0.56 103.01 0.74 105.53 0.55 101.91 0.65 102.00

15 0.89 104.19 1.23 106.91 0.88 102.76 0.95 105.01

...

95 5.18 120.95 7.16 140.09 5.15 119.11 5.80 122.85

100 5.24 122.88 6.89 144.24 5.53 120.81 6.09 128.46

Table 2.

The magnitude of the 
disturbance, units /epochs

Even
(small)

Odd
(small)

Even
New

Odd
New

1 2 3 4 5

5 5.96 10.45 1.49 -3.69

10 5.39 7.48 3.48 3.07

15 4.70 5.64 3.14 5.29

...

85 4.66 5.96 3.6 7.20

90 4.09 5.83 3.9 5.18

95 4.04 5.60 3.71 3.94

100 4.37 6.42 3.77 4.67
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The best solutions for even and odd errors are 
shown in the ϐigures below (Fig. 13 and Fig. 14).

Fig. 13. Dynamics of a clear network error with the parameters 
of the PID controller

K P = 0.1, K I = 40, K D = 2.1 with disturbance of 5

Thus, we can draw the following conclusions:
1) A total of 1100 launches were carried out, of 

which 136 were sustainable; 
2) The behavior of this network with a PID con-

troller can be considered stable only for weak dis-
turbances, the magnitude of which does not exceed 
10-15% of the ϐinal steady-state network error; 

3) The most stable mode under disturbance of 5 
is the regime with the following coefϐicients: 

• for an even controller, K P = 0.1, K I = 40, K D = 2.1;
• for an odd controller, K P = 0.3, K I = 10, K D = 2.1.
In addition to the PID controller and post-train-

ing with control errors or with a ϐloating range of the 
links bundle for training, an alternative approach to 
training of such networks is proposed. 

MANN control using a three-layer 
perceptron
[14] describes the idea of training an ANN 

through parallel training of two networks at once, in 
which the second ANN runs through a lot of epochs, 
calculating errors, comparing them with the given 
parameters. If the results are satisfactory, then these 
values are transferred to the ϐirst ANN. In this case, 
the second ANN acts as an invisible duplicating neu-
ron in the main network, in which all calculations 
and determination of the best result are performed.

For the presented ANN design, such an algorithm 
is depicted in Fig.15.

We will implement this scheme in practice with a 
slight change using direct or inverse training of one 
neural network (MANN) using a multilayer percep-
tron.

The control ANN learns from a set of triples (“Er-
ror at the time” - “Status at the last moment” - “Con-
trol signal from the past at the given time”) or (“Er-
ror at the past” - “Error now” - “Control”).

The error output and the error itself (with a de-
lay) are fed to the trained control network. The re-
sponse of the control network is fed to the residual 
error and to the executive algorithm. Subsequently, 
the residual error integrator provides a signal to the 
control ANN as well.

As a practical implementation of the control found, 
we can use any of the algorithms (PID, post-training) 
to transmit a control signal. The error at the moment 
of time plus the magnitude of the control signal is the 
target error transmitted to the actuator.

Figures 17-18 present the graphs of an error un-
der direct neurocontrol provided that the MANN is 
used separately for different ϐlows of a software sys-
tem – for freight and passenger ϐlows.

Compared to the previously developed post-
training techniques, the number of overshoots and 
their frequency, as well as the absolute value of the 

Fig. 14. Dynamics of an even network error with the parameters 
of the PID controller

K P = 0.1, K I = 40, K D = 2.1 with disturbance of 5
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Fig.15. An enlarged algorithm for simultaneous training of two networks
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error values   during overshoots were signiϐicantly 
reduced.

In some cases, a gain of the control signal is ap-
plied as:

K(t,E) = K0 ± α*E(t), u(t) = K(t,E)*U(t)
where E(t)  is the magnitude of the current error, 
⍺ is the proportionality coefϐicient, K0 is the initial 
gain, U(t) is the change in the error signal predicted 
by the multilayer perceptron, K(t,E) is the resulting 
gain, u(t) is the ϐinal control signal. 

As before, for testing of such approaches we 
chose the timetable for the line, where there are 185 
trains, 27 stations and 24 hours.

Comparison shows that the introduction of am-
pliϐication in neurocontrol in some cases reduces 
the amount of residual errors in the steady state 
mode of ANN operation. However, this decrease is 
not so great to speak about the signiϐicant difference 
between the control techniques in question.

In general, the comparative effectiveness of MINS 
training methods is given in Table 5:

Fig. 16. Neurocontrol scheme
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Table 3. Comparison of neurocontrol techniques (perceptron) for a multi-layered network for passenger trains

Error
No gain Linear gain

Even Odd Even Odd

Median 152 54 155 53

Average 967 1070 1200 1225

Maximum 37050 56280 37040 56230

Minimum 152 0 152 0

Table 4. Comparison of neurocontrol techniques (perceptron) for a multi-layered network for freight trains

Error
No gain Linear gain

Even Odd Even Odd

Median 210 76 218 80

Average 756 717 746 802

Maximum 37040 56300 36940 56370

Minimum 184 38 185 32

Fig. 17. Network error dynamics (even error signal) Fig. 18. Network error dynamics (odd error signal)

Table 5. Comparative effectiveness of teaching methods MINS

Indicator Common Learning 
Algorithms Post-training PID controller ANN (direct neurocontrol)

Minimum 75 0 362 193

Maximum 134795 54392 211585 57895

Median 5469 265 471 210

Average value 16548 1240 1830 384

SD 6687 4621 4485 1180

Burst Frequency for 100 
epochs 50 3 15 0.4
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CÊÄ�½çÝ®ÊÄ
1. The article shows the application of an artiϐi-

cial neural network with variable signal con-
ductivity for solving the schedule problem.

2. The authors developed additional algorithms 
for managing the learning of a multilayer ANN 
with variable signal conductivity. The most ef-
fective from the standpoint of convergence to 
the solution are direct neurocontrol and post-
training.

3. Direct neurocontrol also gives the smallest 
spread in the dynamics of error signals and 
the smallest value of the median error, i.e. 50 
per cent of all estimates are in the range from 
0 to 210.

4. A comparison of the methods showed the ad-
vantages of direct neurocontrol; however, in 
order to develop the most rational network 
operation modes, computational experiments 
for different tasks and network sections are 
required. 
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Abstract: The paper aims to overview the opportunities, approaches and techniques of studying and ensuring functional safety 
of transportation systems, including those driverless, with the use of Big Data. Examples are provided of machine learning/Big 
Data application in analysing the functional safety of complex control/management systems in railway transportation. The paper 
proposes the concept of application of supervised artiϐicial neural networks combined with model checking. The following methods 
were used in the preparation of the paper: system analysis, logical and comparative analysis and historical principle. Updated 
requirements are deϐined for transportation systems using artiϐicial intelligence as part of adaptive train schedule management 
and autonomous train control. That will ultimately allow developing an entire line of research from AI-based system functional 
safety estimation and machine learning to safety case preparation of intelligent supervised control/management systems based 
on formal veriϐication.

Keywords: functional safety, safety case, code veriϐication, supervised artiϐicial neural networks (SANN), machine learning, Big 
Data, driverless control systems, train schedule, Markov chains.

IÄãÙÊ�ç�ã®ÊÄ
The modern technology that underpins next-

generation transportation systems that operate in 
ever-evolving conditions, with signiϐicant numbers 
of passengers, requires modiϐied control systems 
design. With the growth of agglomerations, many 
suburban and urban systems merge, and the head-
ways approach those of the subway. In this context, 
man-machine systems are transforming into auto-
matic ones with varied degrees of automation (from 
GoA1 to GoA4). Failures and delays that occur with-
in such transportation systems cause signiϐicant 
disruptions that affect thousands of passengers and 
require the mobilization of infrastructure and tech-
nical assets. In the above scenarios of transportation 
system operations, it becomes impossible to use the 
conventional approaches to trafϐic schedule rede-
sign and to transportation service planning using 
algorithms for static problem optimization (which, 
no doubt, can well be used in long-term planning).

Mitigating the above challenges requires solving 
the following primary tasks: 

1. Improving the adaptive quality of the planning 
and management processes, in particular, in terms 
of schedule design/redesign;

2. Improving the resilience of the transportation 
system and its technical component to unsafe be-
haviours, failures and disruptive effects.

The signiϐicantly increasing costs of both an hour 
of time and infrastructure resource for companies, 
and trains and infrastructure assets favour the tran-
sition to computer simulation and formal analysis of 
all possible situations in the transportation system 
that is enabled by modern approaches and methods 
for developing adaptive and functionally safe man-
agement. In the context of the above problems, the 
conventional methods [1, 2, etc.] have quite limited 
capabilities.
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De inition of the scope of research
Drawing on the existing standardization guide-

lines, we should consider the concept of “umbrella 
standard”, i.e., a basic, high-level standard. In case of 
functional safety, that is IEC 61508 Functional safety 
of electrical/electronic/programmable electronic 
safety-related systems. IEC/GOST 61508 is a basic 
functional safety standard applicable to all indus-
tries. 

According to IEC 61508, for the purpose of en-
suring functional safety, ϐirst, the safety functions 
are to be deϐined that are required for reducing the 
risk associated with the controlled equipment, as 
well as for achieving and maintaining the safety of 
such equipment (e.g., emergency shut down func-
tion). It is very important that, according to the 
standard, a control system is to possess the proper-
ty of so-called safety integrity, by which IEC 61508 
means the probability that the system will correctly 
perform the safety functions under all speciϐied con-
ditions, within the speciϐied period of time.

In practice, along with IEC 61508, industry-spe-
ciϐic functional safety standards are used as well. For 
instance, in railway transportation, there is GOST 
33433-2015 Functional safety. Risk management on 
railway transport that speciϐies the approach and 
general rules for managing risks in railway trans-
portation associated with the functional safety of 
infrastructure and rolling stock. In addition, there is 
GOST 33432-2015 Functional safety. Policy and pro-
gram of safety provision. Safety proof of the railway 
objects that deϐines the purpose of the “Safety Pol-
icy”, “Safety Program” and “Safety Case”, as well as 
speciϐies the primary requirements for the structure 
and content of those documents and the procedure 
for their development.

The following primary methods for safety case 
preparation are identiϐied [3]:

• expert, based on expert evaluation of techni-
cal and design documentation;

• computational, based on analytical computa-
tions;

• simulation, based of experiments with com-
puter models;

• experimental, based on experimental tests 
with a trial system (laboratory tests);

• full-scale testing that involves testing the sys-
tem in actual operation conditions at the stage 

of commissioning and run-in, certiϐication 
tests;

• information-based that involves the collection 
of statistical data on failures in the course of 
long-term operation of a single system or a 
number of same-type systems.

The choice of one or several speciϐic methods 
depends on the developer’s qualiϐication and used 
regulatory framework.

The speci icity of railway operations 
today
Currently, there is a number of distinctive fea-

tures of the 1520 mm gauge railways that should be 
pointed out. In railway transportation, freight trafϐic 
is concentrated on certain lines. The primary load is 
on about 10 percent of its operational length. Histori-
cally, in the Russian Federation, about half of the to-
tal freight turnover is ensured by 1/6 of the railways. 
The situation is similar in passenger transportation.

Due to this uneven distribution of operations 
throughout the railway network, its certain parts 
become extremely busy, which ultimately affects the 
entire network. The primary cause of such “bottle-
necks” is the insufϐicient capacity of the operational 
regions. Railway lines may also experience loads 
outside of the permitted capacity in case of insufϐi-
cient traction power supply and length of receiving, 
marshalling, turnout and departure tracks at inter-
mediate, line and marshalling stations. That reduces 
station capacity, causes train delays at entrance sig-
nals and generally reduces the service speed of pas-
senger and freight trains.

In practice, improving the theoretical and prac-
tical capacity of lines subject to the existing limi-
tations involves a comprehensive approach that 
requires signiϐicant investment. That includes the 
construction of main tracks, station tracks, delivery 
of modern locomotives, electriϐication, improve-
ment of traction power supply, signalling upgrades 
(e.g., implementation of moving block sections). At 
the same time, improvements to the transportation 
management process allow reducing capital expen-
ditures if local solutions are used that are adapted to 
speciϐic facilities and sites.

In this context, point technological solutions 
should be used for the purpose of increasing the 
theoretical and practical capacity in the short term 
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until the completion of major infrastructure proj-
ects and to ensure the performance of the develop-
ment program.

For instance, the last decade saw widespread 
deployment of digital telecommunications, process 
automation and remote data collection and manage-
ment technology in railway transportation. Manag-
ing railway operations through the use of sensors 
and microcontrollers, as well as programmable and 
remotely controlled railway signals and switches, 
has resulted in increased system efϐiciency as well as 
operational ϐlexibility. However, the use of network 
connectivity made railway data communications 
vulnerable to cyber-attacks. Today, an increasing 
number of railway data transmission networks are 
cyber-physical systems with interconnected physi-
cal, computer and communication components. 
Cyber-attacks against such systems can potentially 
cascade through those interconnections and cause 
signiϐicant damage. These systems are critical to 
safety due to the great ϐinancial implications and, 
more importantly, potential threats to human life. 
Therefore, safety and reliability requirements for 
such systems are to be taken into account at the very 
beginning of their design [4].

Thus, an accelerated adoption of new technol-
ogy requires new approaches to safety case prepa-
ration and safety assurance. Most importantly, that 
involves the development of alternative and target 
schedules for large regions of operations and sta-
tions, especially, with possible large-scale applica-
tion of unmanned vehicles in passenger transpor-
tation and shunting operations. Due to their com-
plexity, all such new technical solutions require 
intelligent control elements. The solution may be in 
the artiϐicial intelligence and deep neural networks 
along with big data processing as a more advanced 
computational method for functional safety case 
preparation.

Big Data-based safety case process for 
systems with arti icial intelligence
One of the difϐicult aspects of a safety case is the 

identiϐication of abnormal scenarios that may po-
tentially cause a speciϐic accident. At this difϐicult 
stage of safety assessment, experts are to be able to 
understand, among other things, the speciϐicity of 
the artiϐicial intelligence technology.

For example, [5] suggested an ACASYA-based 
model for calculating hazardous scenarios of auto-
matic railway device operation. The software tools 
presented in this paper have two main functions. 
First, to record and store the experience associated 
with safety analysis. Second, to help those involved 
in system development and evaluation, as well as in 
solving the complex problem of evaluating safety tri-
als. Currently, those tools are at the prototype stage, 
yet safety experts have noted the strong potential of 
the proposed approaches.

The approach chosen in this paper is based on 
several capabilities of artiϐicial intelligence and, in 
particular, on the use of the following methods:

• accumulation of railway safety information, 
including potential accident scenarios;

• training through concept classiϐication for the 
purpose of grouping accident scenarios into 
homogeneous classes associated with train 
collisions or derailments;

• rule-based machine learning (RBML) for au-
tomatic identiϐication – based on a database 
of historical scenarios (experience feedback) 
– of appropriate safety rules that are often dif-
ϐicult to extract manually;

• knowledge-based system (KBS) that is ϐilled 
with the process rules previously derived us-
ing machine learning for the purpose of creat-
ing a knowledge base for a functional safety 
analysis support tool.

Thus, the approach to railway transport safety 
assessment used in this paper is a hybrid method 
based on a classiϐication algorithm, rule-based ma-
chine learning (RBML) and a knowledge-based sys-
tem (KBS).

As shown in Fig. 1, the railway safety analysis 
and assessment methodology consists of 11 stages. 
The ϐirst eight steps are performed by the scenario 
classiϐication module (CLASCA), while the last three 
are performed by the scenario evaluation module 
(EVALSCA).

Advanced information technology is increasingly 
employed as part of controlling and controlled equip-
ment, whose correct operation might have an effect 
on the life and health of people. Information security 
is vital to ensuring comprehensive functional safety, 
therefore efϐicient methods for safety evaluation and 
safety case preparation are required [6]. 
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Thus, [7] examined the process of safety case 
preparation of a complex information system using 
artiϐicial intelligence.

Convergence indicators, speed and accuracy of 
the inverse error distribution (BP) neural network 
algorithm, particle swarm method (PSO), genetic al-
gorithm, GA-PSO and PSO-BP algorithm were com-
pared in the study of information system operation 
risks (Fig.2).

As a result of the simulation experiment, the er-
ror of the PSO-BP algorithm in predicting informa-
tion system risks is practically 0, the error of the 
conventional BP algorithm is 3.87, while the maxi-
mum error of the PSO algorithm is 1.12 units.

However, it should be noted that a signiϐicant 
drawback of the proposed method consists in the 
requirement of prior knowledge of the possible 
risks for the examined system, whose insufϐicient 

availability is noted by the authors.
In general, the use of safety case assessment 

methods for systems with artiϐicial intelligence is 
arguably a poorly studied domain that should be 
based on both the experience of successfully imple-
mented standards, and new developments [8]. 

Today, the issue is particularly pressing for driv-
erless cars. It is also common in the application of 
artiϐicial intelligence for direct equipment control, 
where documents regulating the methods of safety 
assessment are lacking. There are many works dedi-
cated to this topic, including comprehensive studies 
([7], etc.) that suggest ways to solve the problem of 
shortage of safety assessment methods, yet they do 
not address the matter of safety integrity demon-
stration for artiϐicial intelligence.

Let us examine how the matters of safety man-
agement can be implemented in the train schedule 

Fig. 1. Safety analysis and assessment method
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process. It should be noted that the International 
Union of Railways (UIC) regards the transition to 
adaptive train schedule and its life cycle-based man-
agement as a most important component of the rail-
ways’ digital transformation [9].

The notion of train schedule life cycle includes 
an entire set of phases from the concept, deϐinition 
of operating conditions to the actual information 
implementation and logging of the schedule perfor-
mance, each of which refers to the corresponding 
information ϐields involved in the associated infor-
mation model.

These parameters may be deϐined by regulatory 
means (from the corresponding database) or by 
analysing the input information using an intelligent 
algorithm, including with the use of machine learn-
ing examples and historical context.

Up until now, literature has not considered the 
relationship between the phases of the train sched-
ule life cycle and the matters of its functional de-
pendability and safety. Although, essentially, each of 
the parameter values in the train schedule phases 
actually deϐines a certain level of safety on the line. 

The set of automation devices, data communica-
tion and man-machine systems (operation of trafϐic 
controller, train driver, station duty ofϐicer) are el-
ements of functional scenario trees, each of which 
results in an assessment of the risk of technology or 
process-related failure.

As a result, at each phase, a hazardous failure 
scenario can be deϐined and protection measures 
can be foreseen for a train schedule. Here, the term 
“failure” should be interpreted broadly, including a 
wide class of situations, in which the safety level is 
not below standard, yet the line capacity does not 
allow handling the speciϐied train trafϐic [10].

In this situation, Markov chains may prove to be the 
most efϐicient method. For each scenario branch, Mar-
kov chains are thus formed with speciϐied state transi-
tion rates that are compactly written in matrix form. 

The URRAN methodology would be very appli-
cable in this area [1]. That will enable a compre-
hensive approach to managing the functional safety 
and dependability of train schedules, in which key 
indicators, i.e., the transition rates, will be evaluated 
using Data Science.

Fig. 2. Convergence measures of ϔive algorithms: (a) First training; (b) Second training; (c) Third training; (d) Time.
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Thus, the transition to a trinity of models is pos-
sible, i.e., a historical, a dynamic and a predictive 
data landscapes, built on common principles that al-
lows handling information data models in relation 
to different time horizons and in accordance with 
local goals. Evidently, obtaining reliable results re-
quires that the data generated using Big Data meth-
ods are cleared of noise, validated and submitted to 
other standard procedures.

Today, train schedules are implemented in the 
form of speciϐic management of assets: train rout-
ing, section and switch location occupancy supervi-
sion, etc., that are associated with speciϐic time pa-
rameters. The fact that changes in the asset status 
have no effect on the target schedules that are modi-
ϐied no more than once a day represents a particu-
lar difϐiculty. The migration towards adaptive train 
schedules with continuous replenishment with data 
generated using Big Data-based methods will enable 
a shorter transition process caused by the normal-
ization of the operational situation in case of certain 
disturbances. Currently, under the existing process 
that does not involve Big Data-based methods, the 
schedule is largely unable to keep up with the evolu-
tion of asset statuses. 

In [12], the matter of supervised artiϐicial neural 
networks was examined given their application in 
process management for the purpose of ensuring 
the required functional safety of systems.

Control and management systems are conven-
tionally assessed for Lyapunov’s stability. In this 

case, the behaviour of a stable system can with a 
100% probability be predicted in the neighbour-
hood of the ε-tube [13]. 

For the examined supervised systems, in which 
stability is ensured through the introduction of a su-
pervisor algorithm, speaking of a strict Lyapunov’s 
stability would not be correct.

Let us consider the operation of the above dia-
gram (see Fig. 3). At the ϐirst step, an external signal 
is fed to the input of the supervised ANN. The latter 
operates as an output-controlled system. The out-
put of the network (with the addition of feedback 
control) is formally veriϐied. If the solution belongs 
to the set of acceptable processes D, such signal is 
fed to the actuator and further to the controlled 
item (which may include the network). If the out-
put signal is outside the set of acceptable processes, 
the limiter is triggered. The limiter is the history of 
processes and reactions to a speciϐic implementa-
tion (managerial decision-making algorithm with 
no clear indication of the nature of such algorithm). 
The algorithm suggests a decision (in terms of the 
output vector) with conϐidence P%. If the decision is 
deemed belonging to the set of acceptable process-
es, it is fed to the actuator.

In order to clarify the speciϐicity of the proposed 
diagram, let us note that, ϐirstly, SANN has latency (if 
a correct decision is not produced at the second step, 
then between the duration of 2 steps and indeϐinite-
ly, until it is abruptly interrupted by the DM using 
the time control unit), and secondly, the algorithms 

Fig. 3. Block diagram of the supervised ANN

96        Journal of Information Technology and Applications        www.jita-au.com



BIG DATA-BASED METHODS FOR FUNCTIONAL SAFETY CASE PREPARATION JITA 13(2023) 2:91-98 

for acceptability evaluation and development of de-
cisions in the supervisor are to be sufϐiciently fast, 
so that the total latency was reasonable. In addition, 
the conϐidence level P will always be less than 100%.

The diagram should also verify whether the out-
put values belong to the set of acceptable process-
es D. The evaluation of the boundaries of domain 
D, continuous adjustment of the boundaries of the 
ε-tube of stability, and identiϐication of the limiter’s 
behaviour are to be done using Big Data-based algo-
rithms and methods.

The extension of this practice (application of 
SANN and, more generally, supervised machine 
learning algorithms) to train schedule data process-
ing enables the transition to functionally depend-
able and adaptive scheduling. This hypothesis is to 
be further studied, as it is required to:

1. Prove the controllability of algorithms and 
methods of information processing at least “at 
the output”.

2. Synthesize a practically implementable meth-
od of control and evaluate its stability.

Such approach allowed examining the possible 
implementations of partially controlled intelligent 
systems in [10]. In literature, partially controlled 
(output) ANN with variable signal conductivity 
were ϐirst described in papers funded through the 
Russian Foundation for Fundamental Research 
grant no. 17-20-01065 Development of the Theory of 
Neural Network-Based Control of Railway Transpor-
tation Systems [14, 15]. The provisions on ANN con-
trol deϐined therein may, in principle, be extended to 
other machine learning algorithms. Only after those 
studies have been completed, speciϐic software and 
hardware implementation should commence.

It should be noted that the idea of algorithms that 
are supervised in this manner may apply not only to 
ANN, but other intelligent algorithms as well. At the 
same time, the currently used rules and principles 
of strict veriϐication of model checking algorithm 
branches should not be unconditionally rejected [16].

Scope of practical application of the 
indings

Unmanned train control systems are being rapidly 
deployed in the Moscow Central Circle and the Luzhs-
kaya station. The most complicated issue is the safe-
ty case preparation, since the key component is the 

convolutional ANN-based machine vision. Using the 
methods proposed above, approaches have already 
been developed for speciϐic engineering implementa-
tions that are undergoing trials both on specially de-
signed laboratory benches, and in the ϐield [17].

Additionally, future development of such intelli-
gent systems will be ensured by in-depth research 
of signal recognition technology (sound analysis, 
machine vision, self-diagnosis systems, etc.). Mat-
ters of sensor interpretation, sensor elements and 
associated decision-making systems are in close re-
lation with the proposed algorithms. In [18], a single 
safety case system is proposed for each intelligent 
autonomous transportation system. Within such 
system, a zone is deϐined that is not covered by SIL-
4. That is the Intelligent Train Protection zone that 
is characterized by the uncertainty of system behav-
iour or partial observability. In these conditions, one 
of the ways to overcome these gaps may be to apply 
Big Data processing techniques to controlled algo-
rithms (including the controlled ANNs described 
above). These techniques may prove to be especially 
useful for MAPE (Monitor – Analyse – Plan – Exe-
cute) signal processing. Identifying and eliminating 
abnormal signals will allow more clearly deϐining 
the boundaries of the set of acceptable processes 
D, thus, in some cases, increasing the speed of the 
decision algorithms by disabling an entire branch of 
unfavourable scenarios.

Given the developed and above-described ap-
proaches, as well as the papers on the examined 
matter, model checking is to be used in any case. 

CÊÄ�½çÝ®ÊÄ 
Thus, this paper analysed the current require-

ments for transportation systems, including those 
that use artiϐicial intelligence, for the most promis-
ing areas, i.e., adaptive train schedule and unmanned 
systems, which allows deϐining an entire new line of 
research, i.e., assessment of the functional safety of 
systems using AI and machine learning.

A design is proposed that is promising in terms 
of further computer research, i.e., supervised ANN. 
The authors also substantiate further lines of re-
search in the area of intelligent supervised systems, 
including the transition to the preparation of such 
system’s safety cases based on formal veriϐication of 
the developed control systems.
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The basic principles of the development of ad-
vanced train control and protection systems were 
deϐined as early as at the beginning of the XXI cen-
tury. In terms of safety and infrastructure access re-
quirements, they are based on the RAMS (Reliability, 
Availability, Maintainability, Safety) principles de-
scribed in the IEC 61508 and EN 50128 standards. 
In that sense, the train control systems are quite 
conservative and are designed according to the 
“safety above all” principle. This approach is based 
on the method of evaluating the risk of failure per 
each safety function and deϐining target failure indi-
cators (both random and systematic) based on the 
criteria of probability and severity of consequences. 
The failure targets are conventionally named SIL 
(Safety Integrity Level), where the highest require-
ments are speciϐied for SIL 4, for which the probabil-
ity of wrong-side failure is between 10-8 and 10-9 [1]. 

Currently, technological innovations are widely 
tested and deployed as part of train control systems 
(TCS). Those include artiϐicial intelligence-based 
control elements as part of unmanned train control 
systems that do not completely comply with the ad-
opted RAMS methodology, which requires its pos-
sible modiϐication along with a whole number of 
regulations and operating instructions. Despite the 

certain conservatism of the railway industry the mi-
gration from niche solutions to a mass use of COTS 
appears to be inevitable, as otherwise it is impos-
sible to reduce the time and cost of innovation de-
ployment [2]. 

Today, development, testing, and deployment of 
such innovations are conducted as part of the gen-
eral digital transformation of the railway industry, 
one of the key elements of which is the evolution 
towards robotised train control processes (cyber 
physical transportation systems) that implies the 
minimisation of human involvement in the business 
processes and complete replacement of humans in 
routine operations [3]. The objective is the transi-
tion to command and control 4.0, meaning that all 
trains are covered by a single broadband communi-
cation network, while each smart train continuously 
calculates its own safe distance to go and controls 
its speed accordingly based on precise knowledge 
of its current coordinate and information on the op-
erating situation (location of other trains, status of 
track and signalling assets) received from a smart 
TMS [4].

The key point is the migration of the railway in-
frastructure functionality onto on-board trains (the 
concept of “smart train”). For instance, while in the 
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past the absence of obstacles and foreign objects 
on the track ahead of a train could only be guaran-
teed (partially) by fencing the tracks, now that can 
be done through the use of a computer (machine) 
vision system installed at the head end of the train 
and additionally, if necessary, on the track itself in 
particularly hazardous locations [5]. 

The computer vision system (CVS) is to ensure 
timely detection and classiϐication of foreign ob-
jects ahead of a train for the purpose of making a 
decision as regards the appropriate reaction of the 
onboard train control system (whistle, speed reduc-
tion, emergency braking, etc.). The CVS can play the 
role of a smart assistant if a human driver is present 
in the cab or of the primary automatic obstacle de-
tection facility. Over the last few years such systems 
have been tested in several locations in Russia and 
other countries. 

The onboard CVS consists of a set of sensors of 
varied nature and purpose, as well as high-perfor-
mance, large-memory computer systems that pro-
cess the signals of such sensors in real time using 
machine learning algorithms (Fig. 1). The above 
sensors include lidars, video cameras, 3 – 7 and 7 
– 14 um thermal cameras, short range ultrasound 
sensors. Cameras and lidars are used at different 
ranges, i.e., short (up to 50 – 100 m), medium (up 
to 500 – 600 m) and long (up to 1000 – 1500 m). 
The settings are chosen depending on the function 
of the rolling stock. Shunting engines operate within 

a short range, commuter trains operate within the 
medium range, while long-range trains are addition-
ally outϐitted with long-range sensors. The sensors 
operate in various ranges of the electromagnetic 
spectrum, have their advantages and drawbacks 
that can manifest themselves under different condi-
tions of lighting, humidity, etc. 

Despite the active testing and application of the 
above systems a whole number of open questions 
remains regarding the use of computer vision as 
part of advanced train control systems. For instance, 
the question remains as to the method of proving 
the safety of an CVS as part of an TCS, including the 
deϐinition of SIL for such a system. Obviously, the ap-
plication of artiϐicial neural networks does not allow 
classifying a CVS as a system with a high safety in-
tegrity level (SIL4). Meanwhile, the many tests con-
ducted on CVS show that the capabilities of machine 
vision deϐinitively surpass those of a human eye in 
terms of obstacle detection at various distances and 
under different lighting conditions.  

For the purpose of ensuring safety and certify-
ing a TCS that includes a computer vision system, 
some experts suggest dividing such TCS into a safe 
part (safety kernel) in the form of an onboard safety 
device that operates within a safety envelope, and a 
computer vision subsystem that operates within a 
separate control loop (see Fig. 2) [6]. 

Meanwhile, a TCS can be complemented with an 
additional element that fulϐils the function of super-

Fig. 1. Computer vision system with various types of sensors
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vision and restriction. In most cases, a remote oper-
ating driver is considered as such an element that 
makes decisions in case of disparity of data between 
the control loops, yet other, completely automatic, 
solutions are examined as well [7]. 

As an example, let us consider the diagram of 
the TCS implemented on the Moscow Central Circle 
(MCC). The MCC TCS is designed as a multi-loop con-
trol system that supports two control modes, “au-
tonomous” and “remote control”. In Fig. 3, the red 

Fig. 2. Diagram of an advance TCS with smart control

Fig. 3. General diagram of the MCC TCS
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dashed line shows the subsystems that constitute 
the safety envelope of the GoA3/4 mode [8]:

The MCC TCS, besides the conventional coded 
track circuit-based automatic cab signalling, imple-
ments radio-based interaction between the track-
side and onboard train control systems. Addition-
ally, within a separate control loop, obstacles are au-
tomatically detected using onboard and ϐixed visual 
detection devices using artiϐicial neural networks 
with the communication of the collected informa-
tion to the Remote Supervision and Control Centre 
(RSCC).

Standardisation and automation of the prepara-
tion and veriϐication of datasets for CVS sensors, as 
well as selection, testing and calibration of machine 
vision devices remain a question [4]. 

The process of dataset preparation for CVS in-
cludes the creation of digital models of railway lines 
and training of an artiϐicial neural network to rec-
ognise objects. Normally, digital models are created 
by processing arrays of data obtained using laser 
scanning and video recording of railway lines dur-
ing test rides. Besides input data obtained from the 
sensors, datasets contain target output data. Super-
vised learning aims to identify the required correla-
tions between the input and output data. A CVS is 
to recognise not only infrastructure assets, but non-
stationary objects (both static, and dynamic) at dif-
ferent distances and in different conϐigurations and 
positions, namely, people of different age and gen-
der, animals, trees on the track, vehicles, etc. 

In case of unsupervised learning, the machine 
learning algorithms are used for the purpose of 
analysing and clustering of sets of unlabelled data. 
The creation (the so-called “annotation” or “label-
ling”) of correct target output data (labelled data) is 
normally done by people, which is labour-intensive. 
Various ways of automating data labelling for CVS 
are being examined [9].

Correct identiϐication and semantic segmenta-
tion of objects (people, cars, trees, buildings, etc.) 
affects the operational safety of unmanned railway 
transportation. Reliable and efϐicient operation of 
CVS also requires accurate setting, calibration and 
continuous veriϐication of the machine vision sensor 
outputs. The existing calibration methods are large-
ly inefϐicient and unreliable and often cause reduced 
accuracy and increased error in the operation of the 

sensors. If CVS are mass-deployed as part of TCS, a 
whole number of issues will need to be resolved that 
deal with the organisation of the calibration and ver-
iϐication of CVS sensors as a measuring instrument 
with the development of an industry-wide method 
in accordance with GOST R 8.879-2014 [10].

One of the key difϐiculties as regards the calibra-
tion is the comparison of the data collected by sen-
sors of different nature: a set of spatial points col-
lected by a lidar and images collected by cameras. 
Therefore, calibration requires a special calibration 
stand including one or several calibration objects 
(markers) and equally well-identiϐiable both on a 
visual image, and within a point cloud, which will 
allow using its acquisitions as input data for calibra-
tion. A synchronised veriϐication of data collected 
by all types of sensors – video cameras, lidars and 
thermal cameras – is to be provided for as well, in-
cluding when an autonomous train operates in au-
tomatic mode. 

The use of machine vision as part of advanced 
TCS is becoming a key and long-lasting trend in the 
development of modern control systems, which 
deϐines a wide range of engineering problems that 
require a comprehensive approach. Their efϐicient 
solution will deϐine the mass migration towards 
completely automatic train control (with no driver) 
that is primarily enabled by the guaranteed level of 
safety that is at least not worse than the current one.    
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The modern railway control/management sys-
tems are characterised by a high level of integration 
and connectivity. On the one hand, that is due to a 
wide use of computer technology, single data com-
munication buses, digital diagnostics sensors, etc. 
On the other hand, that is also a basic prerequisite 
for further development and widespread deploy-
ment of intelligent transportation systems. 

Given the major trend towards cloud technol-
ogy, further adoption of intelligent control/man-
agement systems in railway transportation means 
a constantly growing attack surface (primarily, for 
cyberattacks). Due to that fact, it is required to re-
consider the attitude to ensuring cybersecurity of 
control/management systems not only at the stage 
of operation, but at the design stage as well. Of in-
creasing importance are industry-speciϐic recom-
mendations, guidelines, and standards that examine 
the principles of designing secure control/manage-
ment systems holistically while taking into account 
the principles of functional safety and the possible 
mechanisms of ensuring cybersecurity as part of a 
single balanced approach. 

Meanwhile, working out an all-purpose approach 
in this area is not at all a trivial task. The lifecycle of 
railway signalling systems is anywhere from 15 to 
30 or 50 years, while the functional safety principles 

of such systems remain unchanged since the era of 
relay technology. Meanwhile, the cyber integration 
of modern systems is moving forward and the cy-
ber threat landscape is constantly changing requir-
ing prompt reaction and improvement of defence 
mechanisms.

The experts do not have a single interpretation 
of the concepts of “information security” and “cy-
bersecurity” as regards information management 
systems and their logical association. Thus, some 
experts believe that information security is a com-
ponent of cybersecurity, while others insist on the 
opposite, claiming that cybersecurity is part of in-
formation security. That causes the differences in 
the approaches to ensuring cybersecurity of con-
trol/management systems. In one case, they insist 
on developing special methods of protection aimed 
at eliminating wrong-side failures, while in others, 
they claim that the conventional information secu-
rity methods sufϐice and do not require taking into 
account the speciϐicity of railway control/manage-
ment systems [1]. 

Additionally, we must also point out the differ-
ence in the interpretation of the above concepts as 
regards non-safety-related systems (generally re-
ferred to as information communication technolo-
gies, ICT) and critical systems (the so-called super-
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visory control and data acquisition, SCADA). If, in 
the case of ICT, the classic “conϐidentiality – integrity 
– availability” triad is shifted towards conϐidential-
ity, in the case of SCADA, it is shifted towards avail-
ability (see Fig. 1) [2]. 

Fig. 1. Information/cybersecurity triad

Unlike in the case of ICT, the primary SCADA cy-
bersecurity threats are wrong-side failures that may 
be caused by both cyberattacks and exploitation of 
undocumented features in a system’s software and 
components. Naturally, they can also be caused by 
hardware and software failures and faults in the sys-
tem’s operation, operator errors, and input of erro-
neous data [3]. 

As it is known, the designers of vital railway sys-
tems conventionally follow the “safety above all” 
paradigm, meaning that each system component 
(and the entire system) are to comply with a certain 
Safety Integrity Level (SIL). In order to achieve the 
required SIL, certain design rules and test methods 
are to be implemented that guarantee that the sys-
tem will continue fulϐilling the appropriate safety 
requirements in the case of a random failure. How-
ever, functional safety standards that are used as 
guidelines for railway system design do not take 
matters of cybersecurity into consideration, but 
merely mention that a cybersecurity mechanism is 
to be developed in accordance with the recommen-
dations of the standards that deal with general-pur-
pose network device security. The primary standard 
IEC 61508 [4] that describes the requirements for 
the functional safety of electrical and electronic de-
vices and the CENELEC EN 50159 [5] standard that 
describes the requirements for data communication 
within critical railway systems only mention that 

the possibility of intentional actions of people is to 
be taken into consideration and refer to the ISA/IEC 
62443 [6] standard. 

Due to that various international organisations 
are developing recommendations and guidelines 
that attempt consolidating functional safety require-
ments for railway signalling systems and cybersecu-
rity requirements. Thus, in 2015, the International 
Union of Railways (UIC) initiated the ARGUS project 
that brought forth guidelines for the cybersecurity of 
railway systems [7] that extrapolate the risk evalu-
ation principles and assurance of information secu-
rity of the ISO/IEC 27000 series of standards to the 
railway signalling and communication systems. The 
Guidelines for Cyber Security in Railway has actually 
become the ϐirst international document developed 
with extensive participation of experts in not only 
information security, but railway signalling as well. 

Several projects of the Shift2Rail European initia-
tive also attempted a comprehensive consideration 
of the matters of cybersecurity of railway control/
management systems. Out of those, the following 
should be noted:

 - the 4SECURail project that developed formal 
methods for ensuring security in a railway 
environment and recommended creating 
“computer security incident response teams” 
(CSIRT) for the railways [8];

 - the CYRail project that published various 
guidelines for improving the security of rail-
way systems, including recommendations for 
designing cyber-attack resilient systems (se-
cure by design) [9].

Of note is the OCORA initiative (Open CCS On-
board Reference Architecture) that has developed 
guidelines for a cyber-secure reference onboard 
train control and protection systems architecture 
that is largely based on the CYRail recommendations 
(thorough evaluation of threats and risks, threat 
model construction, system partitioning, embedded 
cyber security and monitoring mechanisms) [10].

Of special interest is the EU-funded CLUG proj-
ect that is dedicated to a more speciϐic task, i.e., the 
development of a secure onboard train control and 
protection unit architecture featuring a GNSS-based 
positioning system taking into account cybersecurity 
among other things. The project participants are de-
veloping requirements for the onboard unit based on 
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the risk evaluation method and the four safety cat-
egories according to ISA/IEC 62443. The following 
threats are taken into consideration: data diddling, 
spooϐing, distortion of measured data supplied by 
sensors, damage to digital track map databases, out-
put data falsiϐication, denial of service [11].

The existence of a wide class of threats and the 
variety of ways of dealing with them – in terms of 
the principles of ensuring functional safety, physi-
cal protection of devices and information security 
– indicates not only the absence of a specialised 
railway standard, but the complexity of the matter. 
The authors of [12] conclude that the conventional 
approach, whereas the matters of cybersecurity are 
considered only as an addition to functional safety 
and solved only through methods of information 
protection, is to be abandoned. An integrated ap-
proach is required that would involve the devel-
opment of the system’s digital infrastructure with 
built-in cybersecurity mechanisms. 

Probably, when it has become a new standard, 
the CENELEC prTS 50701 Railway applications – 
Cybersecurity technical speciϐication will contribute 
to the development of an integrated approach [13]. 
This pre-standard is based on the ISA/IEC 62443 
standard and is a specialised solution for the rail-
way industry, including rolling stock, signalling and 
infrastructure. 

The key provision of the prTS 50701 draft stan-

dard is the principle of in-depth defence built upon 
a multi-level security system. PrTS 50701 deϐines a 
concept of security levels that largely resembles the 
approach based on the safety integrity levels (SIL), 
yet differs from it in several details. In particular, 
it states that the security level is the measure of 
conϐidence that a zone of the system architecture, 
conduit, communication channel or a component 
thereof is free from vulnerabilities and functions as 
intended. PrTS 50701 deϐines architectural design 
constraints for railway technology based on the con-
cept of zoning. PrTS 50701 speciϐies that zoning in-
volves measures for functionality encapsulation for 
the purpose of keeping a particular service alive in 
case of an incident in another zone while isolating it 
by closing the gateways to the affected zone.

According to [14], the basic ISA/IEC 62443 stan-
dard is the optimal industry standard in cybersecu-
rity, and in combination with prTS 50701 provides 
all the required guidelines for ensuring cybersecu-
rity of railway systems.

Nonetheless, given the growing relevance of 
cybersecurity in the context of modern control/
management systems, not only the conventional 
SIL-based design approach, but the entire lifecycle 
concept of critical railway control/management 
systems that is usually depicted with the V model 
must be reconsidered. The initial cybersecurity risk 
assessment of a system under development is to be 

Fig. 2. Risk evaluation models at system development stages deϔined in standards
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conducted at the very early stage of concept and re-
quirement deϐinition. Fig. 2 shows the approaches 
of various standards to the evaluation of risks at 
various stages of vital control/management system 
design.

Selecting the most optimal system development 
process requires conducting the appropriate evalu-
ation procedure. The key evaluation criteria are as 
follows:

 - compliance with the operation processes em-
ployed in railway transportation;

 - compliance with industry standards and re-
quirements of the certiϐication and regulatory 
agencies;

 - usability;
 - efϐiciency;
 - level of detail deϐined by the standard;
 - lack of excessive complexity.

According to IEC 62443 and prTS 50701 the pro-
cess of risk evaluation is to include the following 
stages:

1) description of the examined system;
2) pre-zoning principle based on preliminary 

risk evaluation;
3) deϐinition of basic threat types;
4) assessment of motivation, knowledge, and re-

sources of attackers;
5) deϐinition of speciϐic types of threats, includ-

ing those on the railway company’s register;

6) classiϐication of threats according to the basic 
requirements;

7) deϐinition of the initial level of security for each 
threat in accordance with the basic requirements;

8) input of preliminary value zones deϐined in the 
basic documents into data vectors;

9) calculation of the security levels for prelimi-
nary zones after the deϐinition of the maximum vec-
tor values;

10) deϐinition of ϐinal security levels using cor-
rection coefϐicients (maximum value 1);

11) performance of cybersecurity measures;
12) veriϐication of whether the measures are ap-

plicable to the concept of preliminary zoning, pro-
vided that they comply with the respective require-
ments. If the measures are not applicable, the con-
cept is to be reconsidered;

13) the performance of items 11 and 12 is to be re-
peated until all system settings have been performed.

All of the stages of the cybersecurity solution 
development processes are to be coordinated with 
the respective system lifecycle stages performed 
based on the requirements of CENELEC standards. 
That enables veriϐication and validation, especially 
as regards obtaining representative results that can 
be conveniently used as output data in the course of 
the process. Fig. 3 shows an example of the V model 
of a railway signalling system’s lifecycle that inte-
grates cybersecurity measures that was developed 

Fig. 3. An example of the V model that shows the correlation between the CENELEC standard requirements and assurance of 
cybersecurity
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as part of the Smartrail 4.0 railway innovation pro-
gram of Switzerland. 

Thus, cybersecurity risks are to be evaluated at 
all system lifecycle stages, and at the stage of veri-
ϐication and validation is to become an integral part 
of integrated safety assessment that includes the as-
sessment of its cyber resilience subject to the con-
structed model of cyber threats. The overall risk 
evaluation process according to those standards is 
shown in Fig. 4 where the primary analysis proce-
dure and its main stages are shown in grey.

We must note the ever growing popularity of the 
idea of cyber ranges that involves conducting the re-
quired tests within certain virtual boundaries and 
ensures isolation from operational devices. Cyber 
ranges enable the performance of tests required by 
the safety analysis through a rapid simulation of the 
required scenarios. For instance, the European CON-
CORDIA consortium is actively working on creating 
cyber ranges [15]. 

Cyber ranges may be physical or completely vir-
tual, whereas cyber range scenario components use 
a virtualisation solution for the purpose of emulat-
ing physical assets, as well as hybrid, whereas solu-
tions are employed that are based on a combination 
of hardware, virtualised, and simulated elements. 
As the process of virtual scenario deϐinition is quite 
demanding, it is obvious that most efforts are to be 
concentrated in its automation with the use of vari-
ous software solutions. A most important tool for 
virtual scenario deϐinition is gamiϐication that has 
been used for a long time in simulation and cyber 
security risk evaluation.

Today, one of the most pressing problems is the 
integration of the existing tools for testing system se-

curity into digital twins. Another unsolved problem 
is meeting the computational requirements of the 
precision simulation environments. Indeed, if the ϐi-
nal goal consists in emulating an intelligent control/
management system in its entirety, it is obvious that 
the required computational resources may prove to 
be above the current technical capabilities. A wide 
use of artiϐicial intelligence as part of cyber security 
risk evaluation using cyber ranges can also be re-
stricted by limited computing capabilities. 
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High-speed rail (HSR) has developed rapidly 
worldwide in recent years. Over the past 5 years 
alone, their length has increased by more than a 
third from 44 thousand km to around 59 thousand 
km. China has put into operation more than 40 thou-
sand km which was the greatest contribution to this 
expansion. The HSR operating experience shows 
that high-speed passenger transportation is a very 
popular service. According to the International 
Union of Railways, about 2 billion passengers travel 
by HSR every year [1], and the number of the pas-
sengers is expected to increase. 

According to the international classiϐication, the 
lines newly built to handle speeds above 250 km/h 
or upgraded conventional lines operating at speeds 
of more than 200 km/h are considered as HSR [2]. 
Each country individually determines the maximum 

speed, which currently does not exceed 350 km/h. 
The global evidence shows that there has been no 
regular passenger service with speeds above 350 
km/h by now; however, individual test runs have 
conϐirmed the possibility of this service.

Increased travel speeds require higher safety lev-
el and upgrading of conventional signalling systems. 
Since the driver is not able to perceive the aspect of 
trackside signals when running at high speeds, train 
protection on the HSR is ensured by train separation 
systems operating without trackside signals. 

Despite the communications-based train control 
systems are widespread, the majority of countries 
with large HSR network still use track circuits to 
transmit the information and monitor the occupan-
cy of the track and the integrity of trains. 

Fig. 1. Length of the high-speed network in operation by regions 
(km/h)

Fig. 2. Maximum speed of high-speed rail network by country 
(km/h)
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For example, the TVM train control system de-
ployed on French HSR is based on track circuits. A 
line equipped with this system is divided into blocks 
that are 1500 to 2000 m long. Based on information 
received from the trackside equipment, the onboard 
computer continuously calculates the braking curve 
for each block depending on the length, weight and 
braking capabilities of the train. If a train enters the 
occupied block, its speed is limited to 30 km/h, and 
if speed reaches 35 km/h, the train is emergency-
braked. The TVM system is backed up by an inter-
mittent cab-signalling system in some areas. 

A similar approach is applied on HRS in Japan, 
where the ATC system is implemented. This system 
sends audio frequency signals to the track circuits, 
ensuring the transmission of information about 
speed limits for each track section to the locomo-
tive. After receiving these signals, the current speed 
of the train is compared with the maximum permis-

sible speed for the section, and if it exceeds, the train 
is emergency-stopped. As opposed to the French 
TVM system, the length of the block is about 3000 
m. One block comprises two track circuits. An im-
proved system with digital codes (DS-ATC) is being 
deployed on newly constructed HSR sections.

As for Italy, lines designed for speeds up to 200 
km/h are equipped with the national BACC system 
based on coded track circuits and cab-signalling 
system that displays the aspects of the trackside sig-
nals. The system makes it possible to continuously 
monitor the train speed and calculate the braking 
curve. In BACC system, a block of the open line con-
sists of 4-5 track circuits that are on average 1350 m 
long. HSR designed for speeds up to 300 km/h are 
equipped with signal-free ERTMS level 2 that oper-
ates without overlaying with other systems. Only 
trains equipped with the ERTMS operate on such 
lines.

Fig. 3. Types of European train control systems
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Cable loop is the least used means for continu-
ous transmission of signal aspects to the train, since, 
compared to track circuits, the loop is quite dam-
ageable and its installation and maintenance costs 
are higher. Cable loops are used mainly in Germany, 
Austria and Spain (LZB system) [3].

The LZB system is a computer-aided continuous 
cab-signalling system for HSR with speeds up to 300 
km/h. It is overlaid onto the national signalling sys-
tem. Train movements on the section are controlled 
by LZB control centre. It stores data about the sec-
tion and receives the information about vacant 
blocks and the switch positions coming from inter-
locking, as well as the data about current train posi-
tion and braking capabilities coming from the trains. 
Based on this data, the distance to a point ahead 
where the speed is to be changed is calculated upon 
which the information about maximum permissible 
speed on the section, the distance to an obstacle, etc. 
are transmitted to the train via the loop. The LZB 
cable loops are crossed every 100 m, which allows 
train position and speed to be determined by count-
ing the phase changes by means of onboard equip-
ment as the train passes over the crossings. Track 
occupancy/vacancy is monitored by interlocking 
systems with the aid of track circuits or axle coun-
ters. The LZB system is also backed up by intermit-
tent cab-signalling. 

In order to ensure interoperability within the Eu-
ropean Union, a communication-based ETCS/ERT-
MS was developed. There are three ETCS/ERTMS 
levels. The ETCS level 2 is the most applicable system 
for HSR in Europe, since ETCS level 1 is considered 
to be unreliable for speeds above 160 km/h. Level 2 
implies that train movements are controlled via ra-
dio communication (GSM-R standard). Positioning 
of the train is based on balises, while the track sec-
tion occupation status is detected with the help of 
track circuits or axle counters. Level 3 combines the 

functions of the previous level and onboard train in-
tegrity control. This level is under development and 
is not yet widespread on main railway lines.

The main component of the ETCS/ERTMS is the 
radio block center (RBC) that controls all vehicles 
in controlled area and issues movement authorities 
via GSM-R channels, taking into account the current 
train situation, permanent and temporary speed re-
strictions, track proϐile and braking capabilities. At 
the same time, the trains transmit the information 
about their current position and speed to the RBC 
via a radio channel.

ETCS/ERTMS level 2 and 3 implies using the na-
tional onboard protection unit in addition to the Eu-
ropean Vital Computer (EVC) in order to ensure in-
teroperability with the national signalling trackside 
equipment [4]. 

The ERTMS level 2 is currently being rolled out 
on HSR not only in Europe, but also in other regions 
around the world. Based on the technologies used in 
this system, the Chinese train control system (CTCS) 
was designed. Similar to the ETCS/ERTMS, there are 
three levels of CTCS application.

The lines designed for speeds of 200-250 km/h 
are equipped with CTCS-2, where track circuits are 
used to control the section occupancy status and 
transmit information to the train which is similar to 
TVM system. The CTCS-3 is used for lines which allow 
speeds above 250 km/h. The main means for trans-
mitting the information to the train is a GSM-R digital 
radio channel. CTCS levels 2 and 3 include redundant 
systems, for example, track circuits and active balises 
are used as a redundant system to CTCS-3.

Another level of the CTCS (CTCS-4) is under de-
velopment and is considered as a promising one for 
a new generation system. It involves such features 
as moving blocks, an integrated navigation module 
based on the data from the BeiDou system and a 
digital map for high-precision positioning, as well as 
the new types of wireless communications (LTE-R 
and 5G) for safety-related information exchange be-
tween the train and the RBC [5].

As regards to Russian HSR it is planned to use the 
Russian Train Control System (RTCS). The RTCS is 
designed as a hybrid control system and includes a 
signal-free train separation system (cab-signalling 
system) for open lines, an IXL for stations, RBC and 
a digital radio communication system.

Fig. 4. LZB cable loop
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RTCS is a dual channel system and enables the 
regulation of train movements using data received 
by the train from both conventional block systems 
via track circuits (ALSN and ALS-EN codes), and the 
RBC via a radio channel (permitted speed or stop-
ping point).

An important difference between RTCS and 
ETCS/ERTMS is that the Russian solution uses a 
single onboard protection unit, which simultane-
ously communicates with track circuit equipment 
and the RBC. By comparing the information received 
via the radio channel with the information received 
via the track circuit, the onboard equipment builds 
a braking curve. This approach creates an additional 
control loop and allows for the implementation of a 
multi-level protection concept. 

If there is no information transmitted to the train 
via the radio channel, the train does not stop. In this 
case, the train operates using conventional train 
control system (automatic cab-signalling). After es-
tablishing a stable radio signal, the train automati-
cally continues to be controlled by communication-
based train control system along with conventional 
one.

The train position is detected based on GNSS data 
and onboard digital maps that are the main source 
of information about infrastructure facilities when 
making decisions related to safe train operation.

In order to increase the reliability of the RTCS 
operation, a new extended audio frequency track 
circuit (750 m) was designed. This decision is due 
to the lack of time for the locomotive operating at 
high speeds to correctly receive information from a 
standard audio frequency track circuit.

It should also be noted that the RTCS includes all 
the components necessary to implement the moving 
block concept and the ATO.

Fig. 5. CTCS-4 architecture

Fig. 6. RTCS subsystem composition
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The signalling system is an element of the inte-
grated trafϐic management system for HSR implying 
that the train trafϐic on HSR is controlled from the 
operations control center (OCC). The OCC has the full 
range of tools to regulate train movements on HSR. 
In particular, it ensures automatic route setting, real-
time supervision, conϐlict detection and resolution, 
rescheduling, transmission of updated timetable and 
information about speed restrictions to the onboard 
ATO module. The main components of the integrat-
ed trafϐic management system for HSR are shown 
in Fig.7. 

This review shows that modern train control and 
protection systems for HSR are characterized by in-
dividual adaptation of conventional signalling sys-
tems in terms of equipment related to interlocking, 
automatic blocking, cab-signalling, communication. 
Redundancy of the signalling system components is 
the basis for achieving high safety level. Therefore 
the most common train control system for HSR in 
the world is the one with double control conϐigura-
tion which uses radio communication and a track 
circuit along with, in some cases, additional redun-

dancy components such as active balises. Dual stan-
dard approach additionally provides interoperabil-
ity with mainlines.
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