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Editorial
Dear authors,
Dear readers,

In the ever-evolving world we inhabit, Information and Communication Technology (ICT) has be-
come the lifeblood of modern society. 

This edition of our journal delves into the multifaceted impacts of ICT, exploring its potential to bridge 
divides while also critically examining the challenges it presents.

The articles featured in this issue highlight how ICT is reshaping fields like implementation of artifi-
cial intelligence (AI) in trafic safety, different human-computer interfaces and internet of things (IoT), 
but and also some advanced programming related articles. Other articles in this issue are covering 
more practical approaches in implementation of modern tehnologies in education using Wikipedia 
and different automatised translation tools, as well as implementation in different industries, such as 
metal factories and energy sector.

We invite you to immerse yourself in the insights and discussions presented in this issue. May these 
perspectives inspire new ideas, spark meaningful dialogue, and drive forward our collective commit-
ment to harness the transformative power of ICT for the greater good.

Warm regards,

Dalibor P. Drljača
JITA Editor-in-Chief

92        Journal of Information Technology and Applications        www.jita-au.com



Pattern ProPosal for detecting object occuPancy in aVs utilizing Ml, edge cloud, ai, and cV for Parking lots JITA 14(2024) 2:93-103 

Pattern Proposal for detecting object occupancy in AVs 
utilizing ML, Edge Cloud, AI, and CV for parking LoTs
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Original scientific paper 
https://doi.org/10.7251/JIT2402093D UDC: 004.414.23:656.1.08

Abstract: The purpose of this article is to provide an overview of current parking system management issues as well as support for 
effective object identification in circumstances of autonomous parking. In particular, we will look at existing solutions and patterns 
that have the most immediate use in automobiles and other businesses that rely on these technical approaches. The question arises 
as to the effectiveness and expense of existing solutions during various times of day (rain, fog, snow) and weather conditions, 
which can significantly alter the visibility of any systems that use cameras for object detection. This is applicable to parking lots 
that use cameras and a computer system’s integrated capabilities to detect and classify items using a machine model that makes 
certain decisions or suggests certain objects for object occupancy tracking. Our parking system concept proposal can be summed 
up in a dozen successful implementations for autonomous vehicle (AV) control and other Internet of things (IoT) systems. Image 
processing could be carried out using a mix of one or more algorithms and patterns that require specific hardware and software 
in the background, such as CI/CD, HPC, edge, cloud computing, and cluster microservices. Key contributions and findings can be 
given in the form of a novel pattern method known as combined detection of parking occupancy on chip (ComDPOCh), which can 
be applied in a real-world setting using appropriate hardware and software.

Keywords: Machine learning and computer vision, parking lot occupancy, watershed segmentation algorithm, object detection in 
autonomous vehicles, image processing, autonomous vehicles, artificial intelligence, Internet of things (IoT)

Introduction
A practical analytical approach to solving the 

current problem related to the best possible man-
agement of the parking system requires a more pre-
cise determination of the number of vehicles in the 
parking lot or during vehicle movement. Cameras 
that constantly monitor the required terrain, com-
bined with advanced software inside the vehicle, 
can detect the availability and number of parking 
places. Each research requires certain funds for in-
vestment into new technology, as well as its mainte-
nance [1, 2, 3, 4]. In company which deals with in-

novative research and creation of new technologies 
it is also important to have certain knowledge, with 
the help of which competitiveness on the market 
can be achieved using SEO, SEM, CI/CD, Cloud and 
Edge technologies [5, 6, 7, 8]. External influences 
can create reduced sight, making it difficult to oper-
ate these devices in case of problems with logistics 
organization and product availability on the market. 
All this together affects the economic profitability 
and delays in the delivery of the final product, such 
as a complete vehicle that can be partially or fully 
automated.
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Improving software technologies and security is 
a prerequisite for improving hardware solutions to 
common challenges with different power sources [8, 
9, 10]. In other words, we have reached a point where 
a software system can surpass a hardware solution 
in all aspects [10, 11]. That is why algorithms are uti-
lized for the identification and classification of move-
ments in the continuous monitoring of parking lots 
and points of interest, based on which the machine 
model makes certain conclusions or suggests specific 
items. 

Detection model training processes in most situa-
tions need the application of HPC, cloud computing, 
cluster microservices [12], edge or a development 
process that uses CI/CD at its core  [13, 14, 15, 16], to 
successfully obtain an efficient and applicable detec-
tion module inside the vehicle or camera itself. 

There are many methods that deal with image 
processing, motion detection, and object classifica-
tion using cameras and IoT devices, but the challenge 
of accuracy and speed remains. In this case, image 
processing can be performed using a combination 
of one or more algorithms to improve visual content 
under low visibility conditions. These algorithms can 
also be applied in the field of parking management 
[17]. The lack of object detection support under night 
conditions is evident in existing systems. In general, 
in difficult conditions, all solutions give significantly 
worse results. 

Computer assistance is gradually improving, and 
there is still space to upgrade existing surveillance 
camera systems and solve difficulties with limited 
visibility utilizing patterns and algorithms. However, 
all possible solutions are better or worse than others 
in individual scenarios and produce different results.

Existing solutions use only one method with 
only one approach, but no implementation is robust 
enough to be used for several different scenarios 
(parking schedule, car position, camera angle, etc.) 
and temporal and spatial conditions [18, 19]. The 
work is intended for readers who have a certain 
knowledge and experience in the field of machine 
learning (ML), artificial intelligence (AI), computer 
vision (CV), autonomous vehicles (AV), along with 
other interconnected technologies and hardware ap-
proaches [20, 21, 22]. Considering the intended use, 
it is important to choose the algorithm best suited for 
the serving the purpose. 

The main contributions within this paper relate to 
the presentation of the idea proposal of implement-
ing a technical solution for parking occupancy. This 
proposal relies on the possible application of several 
different algorithms for detection in mixed lighting 
and weather conditions. While within the concep-
tual proposal, the contribution is providing a better 
understanding of the computationally efficient ap-
proach and the complexity of the future computer 
system with the required number of components for 
successful implementation by using video surveil-
lance systems and cameras in the vehicle. 

The research is divided into the following sections: 
introduction, materials and methods, cost of automo-
tive sensors and optimization processes, related work 
which include the important literature in this topic. 
This section discusses the opportunities and chal-
lenges associated with existing solutions and how 
some difficulties can be solved by combining multiple 
algorithms based on the time of day and light intensity. 
The results section encompasses solution ideas and 
collected assumptions. In this section, we described 
alternative methodologies and algorithms, along with 
a proposal for a future solution presented in the form 
of a visual representation of a computer system that 
could be deployed. Additionally, the prospects for soft-
ware development and integration with CI/CD are be-
ing investigated, and conclusion summarizes the cur-
rent findings and directions of future research.

Methods and materials
Methods and materials were gathered through re-

search questions. The research method is based on 
empirical observation and the possibility of propos-
ing future solutions. The study focuses on non-nu-
merical data and the collecting of various ideas and 
perspectives on the topic of direct application, sum-
marizing the current state of affairs in this field. The 
volume of literary study connected to all solutions 
from 2004 to 2024. The literature is studied through 
the lens of possible direct applicability in many ap-
plications and sectors. We looked at the financial im-
plications of sensors and their impact on the develop-
ment of appropriate detecting software.

Research Questions
The research framework is focused on finding an-

swers to the following questions: 
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1. What are the sensor prices and total costs for a 
partially or completely automated vehicle?

2. What solutions exist for object detection and 
support for nighttime applications?

3. What is the optimal solution for effective park-
ing detection and application within AV and 
other industries?

Related Work
The question arises as to how well existing solu-

tions perform depending on time of day (rain, fog, 
snow) and weather conditions, which can have a con-
siderable impact on the visibility of any systems that 
employ cameras to detect objects. In general, this has 
an impact on the management of self-driving vehicles 
as well as assistance for successful object recognition 
in automatic parking applications. Based on all of this, 
the camera is unable to acquire a sufficient amount of 
high-quality data, which has a substantial impact on 
the algorithm’s outcomes. 

Where the details related to the existing ap-
proaches are summarized and selected based on 
the possibility of obtaining certain results during 
the analysis of the obtained graphic display. The fo-
cus within the related literature is on looking at the 
possibility of connecting future implementations of 
algorithms, technologies, software, hardware, and 
the subsequent implementation of real experiments. 
The planned experiments should be realized inside 
the vehicle and on video surveillance systems, where 
could be obtained the possibilities of application for 
different purposes. Key findings and arguments on 
the direct use and use of small embedded computers 
inside a car or a laboratory environment that might 
be used in a public free parking lot.

Within the mentioned section, we focused on al-
gorithms and their application possibilities. On the 
basis of which we made the appropriate organization 
in the following way: image preprocessing, Fog and 
haze, Darkness, Precipitation, Motion tracking, Algo-
rithm in scene illumination, Image segmentation and 
Categorization.

Cost of Automotive Sensors and Optimization 
processes
Automotive sensors play an important function in 

modern automobiles, ranging from improving reli-
ability towards enabling automated driving. The in-

tegration of the sensors in automobiles has become 
vital for optimizing performance and costs [22, 23]. 
For example, the cost implications of sensors vary 
depending on the level of autonomy of a vehicle. Ac-
cording to the data we collected, 9 sensors in a Level 
1 vehicle add $300 to the total cost, but 28 sensors 
in a Level 5 vehicle add $1,758. There is a significant 
difference in adding the additional total cost of the 
finished product without accounting for software 
production costs [23, 24].

This emphasizes the significance of cost minimi-
zation measures in sensor integration. In the pursuit 
of cost optimization, advances in the field of sensors 
have been developed to improve efficiency and cut 
wasteful costs. For example, the use of AI in vehicle 
upkeep has been shown to minimize sustaining costs 
and resources through the provision of scheduled 
repairs. The new self-driving capabilities include a 
wide range of sensors and autonomous characteris-
tics, and their number is projected to grow in the fu-
ture which is shown in Figure. 1.

Figure 1. Matching Sensor Cost with Automotive Disruption. 
Source: [22]

Furthermore, optimizing sensor placement on 
vehicles is crucial to boosting performance. In the 
sphere of security, we must strike a balance between 
cost optimization for automotive cyber-physical sys-
tems and security-related hardware cost optimiza-
tion. While CAN FD-based systems have highlighted 
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the importance of balancing security measures with 
financial costs in the event of a breach of security  
[25].

Types of existing detection solutions
There are several ways to approach the solution 

to this problem in the literature and related works. In 
general, the solutions could be classified into 2 or 3 
groups, surface-oriented and object-oriented, and the 
third group would be a hybrid combination of meth-
ods from the first two.

Disruptive factors, such as bad weather, affect 
more solutions in the surface group. However, prob-
lems regardless of time can be caused by shadows 
or differently lit surfaces. Some of the algorithms in 
these situations can scan and recognize an occupied 
part of the parking lot that is in the shade, and in the 
sun as free. 

In the following, Dakić et. al [11] we discuss exist-
ing solutions that have the greatest degree of direct 
application within vehicles and other industries that 
rely on these technological approaches. This applies 
to parking lots that rely on cameras and the inte-
grated capabilities of a computer system that detects 
and classifies objects. Most solutions require the ap-
plication of appropriate standards Dakić et al. [26] 
and their harmonization depending on the country in 
which the solution is used. In most cases, Todorović 
et al. [26] standards compliance is monitored on ap-
propriate control panels/dashboards using analytical 
software in real time.

Surface-oriented solutions
Surface-oriented implementations of the relevant 

software and hardware use the parking lot’s surface 
to detect whether parking spaces are free and occu-
pied. The solution of Liu et al. [27] is presented via 
the use of multi-support vector machines on portions 
of three neighboring parking lots to find linkages be-
tween adjacent patches. The essential parking space 
is classified according to its qualities. According to the 
authors of Liu et al. [28] and their understanding re-
veals that there are options based on a breakdown of 
blocks of grayscale parking cell photos. The approach 
is based on dividing each parking place into four 
equal-sized chunks. Each of these was then evalu-
ated using particular homogeneity criteria. If the unit 
in question does not match these requirements, it is 

broken into four subunits, which can be represented 
as a computational grid or programming code. Most 
software deployments, Kročka et. al [29] necessitate 
the use or the creation of machine detection models 
with AI and CV application capabilities that employ 
table detection approaches where direct application 
can be done within the vehicle, using static cameras 
in the parking lot. 

Each block is split interactively until the output 
passes the homogeneity condition and is consistent 
with the trained recognition model. The consistency 
of the parked cell (1x1) can be found by summing all 
of the reinforcing blocks of one parking cell, i.e. if it 
contains non-homogeneous constructions, such as 
vehicles. Their presentation can be realized in a num-
ber of different ways within 2D and 3D space using 
matrices. A similar approach is offered by Funck et al. 
[30]. They also apply to parking areas in their group-
ing of parking cells, where an image of an empty 
parking lot is used as a reference and compared to 
the present status in each consecutive frame. A bet-
ter approach is Huang et al. [31], who improved this 
group’s solutions by referring to the complete object 
in the parking compartment as a surface. This strat-
egy may be the most productive of the entire collec-
tion of approaches.

Best possible detection and classification
The second group’s solutions are based on the 

most accurate identification and classification of 
items from photographs. Parking system solutions 
can be summarized in a dozen effective automobile 
industry deployments and highway vehicle control. 
An outstanding solution using a CNN classifier of-
fered by Amato et al. [32] can work on smart cameras 
with limited resources. This approach uses a 5-layer 
CNN to identify both a vehicle and an empty parking 
space for categorization.

The third group includes hybrid solutions that 
use the background for motion detection. A very 
robust solution in the field of urban traffic manage-
ment comes from Feris et al. [33] which shows the 
possibilities of achieving vehicle tracking and detec-
tion from many different angles. A straightforward 
rule-based vehicle classifier is used, which examines 
the form and movement of foreground spots at pre-
determined time intervals. They determine if the as-
pect ratio, size, and direction of movement of specific 
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foreground spots are within a predefined range of pa-
rameters that identify the vehicle. 

The authors Bhaskar et al. [34] offer a unique al-
gorithm for vehicle data recognition and tracking 
using the Gaussian mixture model and speckle de-
tection methods, a similar solution was proposed by 
Foresti et al. [35]. Postigo et al. [36] propose an ap-
proach that allows background removal and vacancy 
map analysis, which is proposed by Postigo et al. [36]. 
From this map, vehicles are detected and tracked to 
determine their parked or abandoned status, as well 
as to account for frontal and neutral occlusions. Oc-
clusions refer to changes in temperature and differ-
ences between certain objects that are detected by 
rendering them through a certain color. An estimate 
of free parking space is also given. Their algorithm is 
capable of estimating the dimensions of a parking lot. 
Mithun et al. [37] offered a similar solution to time-
space images.

Application of various algorithms and 
detection conditions
Detecting procedures can be implemented in a va-

riety of ways, and in this section, we have discovered 
relevant algorithms and circumstances that can be 
applied to our conceptual solution. Each phase step 
and the use of various algorithms are described in 
further detail and justified. 

In the first phase, Chen et al. [38] It essential to 
perform initial image processing from various image 
sources. Most sources can be found inside the car or 
in an external system. The procedure is receiving the 
image from the recording device and processing it 
with as much detail, high quality, and as little noise 
as possible before saving it. After completing the 
first storage operation, advanced algorithms can be 
used to process the data for object recognition. The 
approaches applied in this step shall be prioritized 
in low-visibility and nighttime conditions, as well as 
rain and fog. The selection of proper algorithms for 
the image processing is critical, and the degree of pre-
cision of the subsequent processes is heavily reliant 
on the findings.

On the basis of the knowledge gathered in this 
work and the literature source [39, 38, 40, 41, 42], we 
had the opportunity to become familiar with the most 
common image problems that occur in conditions of 
reduced visibility. All of this is represented in the im-

age’s low contrast between visible items and back-
drop, poor illumination, and heavy noise. In addition, 
the way the image is processed is heavily influenced 
by the conditions in which it was captured. Simply 
expressed, the choice of image processing technique 
is determined by the challenges to be handled, which 
include reduced visibility, low detail, and high noise. 
Nevertheless, a poor image might be created by the 
time of day, sunlight, fog, haze, or excessive precipita-
tion. It is required to select the option that provides 
the greatest score for better image quality under the 
specified circumstances. This necessitates the se-
lection of appropriate image processing techniques 
based on the present weather and optical conditions. 
In the following, we discuss some of the essential 
methods and publications that deal with applicabil-
ity under diverse weather and illumination circum-
stances [40].

Fog and haze
There are many great works in the field of image 

enhancement. One of the methods for image process-
ing under fog and haze conditions is Efficient Image 
Dehazing with Boundary Constraint and Contextual 
Regularization by Meng et al. [43]. The advantage of 
this solution is that it does not depend on knowing 
the scene in an ideal state, i.e. only one image input is 
sufficient which is shown in Figure 2.

Figure 2. Image Dehazing with Boundary Constraint and 
Contextual Regularization. Source: [43]. 

When it comes to nighttime picture processing, 
the most popular methods are those that use his-
togram equalization to increase the brightness and 
contrast. These algorithms work on the principle that 
after finding the mean value of brightness, it begins 
with the lowest level and compares it to the mean 
value; if it is lower, the next level is added to it and 
compared to the mean again. The operation proceeds 
until the value that is closest to the mean is deter-
mined. All the levels of brightness are then grouped 
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together, allowing for an approximate harmonization 
of the histogram [42].

We can distinguish between the following equal-
ization methods: normal histogram, adaptive, adap-
tive contrast histogram, adaptive contrast limited 
histogram, and multipeak histogram. In the work of 
Bhandari et al. [44] where image enhancement and 
object recognition for night vision surveillance are 
discussed, Contrast Limited AHE (CLAHE) was shown 
to be an algorithm with extremely good results.

The GCANet solution by Chen et al. [45] Shows 
excellent results in eliminating precipitation from 
the scene. In this network, a smoothed dilation tech-
nique is utilized to remove network artifacts gener-
ated by extensive dilated convolution with minimal 
additional parameters, and a closed subnet is used to 
integrate data from different layers.

Algorithm in scene illumination
When the illumination in the scene changes, the 

algorithm’s functioning may get more complicated. 
The algorithm should account for variations caused 
by the day and night cycle, as well as lighting changes 
caused by, say, a quick change in clothing. Background 
noise might also hamper the algorithm’s operation. 
For these reasons, image preparation and pre-pro-
cessing are required, as shown in the example on Fig-
ure. 3 and Figure. 4. The illustration shown shows the 
extraction of pedestrians within 2D and 3D space.

Figure 3. Background subtraction. Source: http://vip.bu.edu/
projects/vsns/background-subtraction/fa/.

Image segmentation entails highlighting station-
ary elements. Due to the density of parking spaces 
and the usage of a limited number of cameras, vehi-
cles are frequently obscured from the camera’s view. 

However, this is a considerably more complicated 
issue because even the human eye cannot perceive 
what is behind the item blocking our view. This issue 
is particularly prevalent in computer vision. Consider 
the scenario in which vehicle A arrives at a full parking 
lot. Vehicle A passes past rows of parked cars, always 
concealed by the camera’s eye. Watershed algorithm 
created by Google is later used for image segmenta-
tion [46]. For instance, the vehicle subsequently finds 
a free parking spot and halts for a moment and still 
is only partially visible to the camera lens (Figure. 4). 
The cameras covering vehicle begin to leave the park-
ing lot, until the detected surface becomes fully vis-
ible. The camera lens then receives new information, 
but it happens that the algorithm for categorizing 
the received information does not take into account 
vehicle. The purpose of this method is to clearly and 
precisely distinguish the contours of objects from 
one another. The Watershed Algorithm views pixels 
as heights, with more visible pixels on higher terrain 
and darker pixels shown as gaps in the ground due to 
their low visibility. They can alternatively be repre-
sented in the table using the integers 0 and 1. Water 
will be injected into depressions (ground gaps) to im-
prove pixel recognition. Also, these depressions, will 
be forming lakes with dams in between. The manage-
ment of the dam represents the contours of the build-
ings and the shapes illustrated in Figure. 4.

Figure 5. Image segmentation. Source: https://mi.eng.cam.
ac.uk/projects/segnet/

Categorization operations will be accomplished 
by classifying things of interest, auxiliary objects, and 
vehicles. We need good recognizability and segmen-
tation of the incoming input results. Since classifica-
tion of objects comes at the end, it is evident that the 
input to this method is a processed image with de-
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fined contours. Classification entails locating an ob-
ject inside the group to which it belongs. As a result, 
object categorization requires the training and imple-
mentation of a neural network.

Results
Based on the defined questions, we managed to 

obtain the following results in the form of a concep-
tual proposal and certain initial assumptions regard-
ing the future solution.

We developed a novel pattern method called com-
bined detection of parking occupancy on chip (Com-
DPOCh). The technique described above was created 
as an outcome of the performed research, and based 
on it, we can propose a solution that would consist of 
four phases:

1. Image preprocessing
2. Motion tracking
3. Image segmentation
4. Categorization
The  primary notion of this approach is to moni-

tor movement in the parking lot. Motion can be de-
fined as the difference between two (or more) pixels 
in the same scene. The simplest method for detect-
ing motion is to subtract the modified frame from 
the original one. The outlines of the moving object 
can then be obtained simply by identifying the dif-
ferences between the frames. To prevent detecting 
movements that we are not interested in, such as 
tree limb movement or light changes in the scene, we 
must first investigate and then set a suitable thresh-
old that eliminates these events. The process would 
be carried out using a system that included a different 
scene for every OOI (object of interest). Regardless of 
the objects present, each new OOI would start with 
an empty scene (empty background). It would be re-
quired to undertake research on objects that piqued 
our interest. Vehicles come in a variety of shapes and 
sizes, and it is not uncommon for some to hide oth-
ers’ views to the point that just the roof, front, or back 
of the car is visible. Even then, it will not resemble 
a biker or pedestrian. This is precisely what may be 
used to improve the threshold for OOI.

A simpler visualization of the algorithm and pat-
terns that are detected is shown in Figure. 5 which 
consists of 5 steps with two section parts A and B, 
that are explained below. At each step, there are two 
images of the scene: the color image (A - parking lot 

road) is the way we see it, and the black-and-white 
image (B - computer detection system) is the way the 
algorithm sees it. In the color image, the vehicle can 
have three colors: yellow - the vehicle is in motion, 
green - the vehicle is just parked, and green - the ve-
hicle was already parked on the stage.

When the item reaches the OOI threshold, we start 
tracking it to the end destination Figure. 5 (steps 1-3). 
The scene in the computer’s “eyes” appears to be a 
black background with a white item moving across 
it. When the OOI arrives at its final destination, it fol-
lows the tracks and we save its scene (steps 3 and 4). 
By integrating the scenes of all OOIs, we can obtain a 
global image and hence a clear picture of the number 
of vehicles parked in the parking lot (step 5). This al-
lows us to determine the vehicle’s position in relation 
to the parking lot as well as its proximity to other ve-
hicles.

Figure 5. Worki ng idea proposal for the Metho d in detection of 
parking occupancy on chip (ComDPOCh). Source: author’s 

contribution.

It often happens that the vehicle entering the 
scene, vehicle A, is not visible from the camera angle 
because of the vehicle already on the scene, vehicle 
B, as vehicle B leaves, vehicle A becomes visible, and 
the newly discovered part of the vehicle is not always 
recorded at the scene when it is parked like for vehi-
cle C. One of the ways to solve this problem is the ap-
plication of the pattern for object presence detection 
and basin algorithm (Watershed Segmentation Algo-
rithm) [46], which, based on the position of the ve-

December 2024        Journal of Information Technology and Applications        99



JITA 14(2024) 2:93-103 PAvle DAkIć, eT Al.

hicle, can display the newly discovered part that has 
been detected. The application can be inside the ve-
hicle, as well as in the parking lot with static cameras 
or in Internet of Things (IoT) devices. After detection, 
the information will be saved in a special scene that 
represents the detected information in the matrix co-
ordinate system that is used to save its information 
for further processing.

The detection computer system shown in Figure. 
5 (B - computer detection system) could be created in 
the form of smaller microservices that are located in-
side the cluster and are started depending on the load 
and the demandingness of the operation itself [47, 
12]. The software development itself could be real-
ized by applying a modeled business process through 
which the detection model is trained and tested using 
the CI/CD pipeline [15, 14, 48].

Based on the proposed solution, the planned stud-
ies show how to investigate the possibility of vehicle 
detection in complete darkness, high levels of illumi-
nation, when it is snowing or raining, and combina-
tions of these situations. As a result, the experiments 
themselves further processes would be mimicked in 
the laboratory or in a physical setting.

Another important factor that can aid in future 
detection is the usage of unique colors and road 
markings. With the help of the aforementioned infor-
mation, improved efficiency may be achieved in the 
identification and recognition of patterns and objects 
studied by the sensor during the vehicle’s movement. 
By using marking with green glow paint – photolu-
minescent show on Figure. 6 we can quickly perform 
the detection process itself and reduce the time re-
quired for detection and the complexity of processing 
the data obtained from the environment itself. 

After the successful application of the mentioned 
color shown on the Figure. 6, we can see the result 
during the night on Figure. 7, where they are clearly 
seen and noticed by the driver himself and the em-
bedded computer system inside the vehicle. 

Figure 7. highlighting the effect of photoluminescent green glow 
paint, which glows in the dark for road and line marking. Source: 

author’s contribution.

The effective use of various strategies improves 
the success of detection alongside additional soft-
ware development techniques. So that it is easier to 
digest real-world information that AI cannot under-
stand without proper visualization and display in 2D 
or 3D space.

Discussion
All of this leads to a suitable conversation, which 

necessitates a more in-depth examination of the true 
potential and needs during software and physical 
vehicle testing. In accordance with the established 
research framework and research questions, we can 
summarize and report the findings, we came to the 
following answers:

RQ1: Referring to the studied data and avail-
able information, we found a significant difference 
for vehicles ranging from Level 1 to Level 5. As we 
can see, 9 sensors for the first level add $300 to the 
cost, whereas Level 5 and 28 sensors may run up to 
$1,758. I anticipate that in the future, the prices of the 

Figure 6. marking with green glow paint - photoluminescent/
glow in the dark road & line marking. Source: author’s 

contribution.

100        Journal of Information Technology and Applications        www.jita-au.com



Pattern ProPosal for detecting object occuPancy in aVs utilizing Ml, edge cloud, ai, and cV for Parking lots JITA 14(2024) 2:93-103 

aforementioned sensors will be much lower.
RQ2: We have learned about different algorithms 

and the impact in detection conditions that must be 
met before starting the detection process itself. We 
have seen that there is a high level of complexity 
within this area and the necessity of knowing differ-
ent solutions.

RQ3: Based on the research, we came to the knowl-
edge that the best detection method is the collection 
of graphic information reflected in the reaction during 
the fulfillment of certain weather conditions, lighting, 
and object detection. Which can minimize the impact 
of false detection can be represented by combining 
the positive aspects of each of the solutions and ap-
plying them under certain favorable conditions.

Conclusion
In low-light settings, simpler visibility enhance-

ment strategies can improve motion detection, com-
plementing efficient classification methods and other 
object detection systems. These improvements allow 
for more reliable performance of the proposed solu-
tion under low-visibility conditions. Motion tracking 
can alert the system to activity in the parking lot and 
around vehicles, while accurate image segmentation 
will further enhance vehicle detection.

We developed a novel pattern recognition method 
called Combined Detection of Parking Occupancy on 
Chip (ComDPOCh), which offers a promising solution 
for efficient parking space monitoring. This method, 
the outcome of rigorous research, forms the basis of a 
comprehensive four-phase solution addressing criti-
cal challenges in real-time parking management.

The implications of this research extend to both 
practical applications and future studies. Practically, 
the proposed method can significantly enhance the 
reliability and efficiency of smart parking systems, 
particularly in urban areas where such solutions are 
in high demand. Integration into CI/CD pipelines will 
facilitate seamless implementation and thorough test-
ing under diverse environmental conditions. Howev-
er, legal and ethical issues, such as the suppression of 
personal data throughout picture processing, remain 
significant obstacles that must be solved to maintain 
compliance and create user confidence.

To increase system robustness, future research 
should focus on enhancing the reliability of occu-
pancy detection in tough settings such as low visibil-

ity or weather-related issues. Furthermore, a more 
thorough examination of security and privacy of data 
standards would assure regulatory compliance while 
also enabling new applications. Addressing these is-
sues will refine the proposed solution and contribute 
significantly to advancements in intelligent transpor-
tation systems.

Acknowledgements
The work reported here was supported by Erasmus+ ICM 
2023 No. 2023-1-SK01-KA171-HED-000148295.
Informed consent
Not applicable
Conflict of interest
The author(s) declare(s) that they have no conflict(s) of in-
terest.
Ethical approval
Not applicable.
Data Availability Statement
Not applicable.

References
[1] V. Todorović and K. Ristić, Regional economy and new 

international economic and financial challenges, Interna-
tional Thematic Proceedings; Proceedings - Marking the 
anniversary of three decades scientific forum “Danube 
river of cooperation”, International scientific forum - Dan-
ube rover of cooperation - international scientific society, 
ISF DRC, Belgrade, e-format, Section - Selected papers 
number 10, ISBN 978-86-82825-20-0, 2019. 

[2] P. Dakić, L. Filipović and M. Starčević, “Application of fun-
damental analysis in investment decision making: exam-
ple of a domestic business entity,” in ITEMA 2019, 2019. 

[3] P. Dakić and V. Todorović, “Isplativost i energetska efikas-
nost autonomnih vozila u EU,” FBIM Transactions, vol. Vol. 
9 No 2, October 2021. 

[4] P. Demeter and P. Dakic, “Visualization of Code Metrics for 
Code Quality and Assessment of Breach of Standards,” in 
2024 14th International Conference on Advanced Comput-
er Information Technologies (ACIT), 2024. 

[5] K. Ristic, R. Tesic, I. Zivotic, M. Djuran and V. Todorovic, 
Socioeconomic, Ecological and Financial Aspects of the 
Global Economy in the Western Balkan Countries, In-
ternational thematic collection of works; Proceedings - 
Marking the anniversary of three decades scientific forum 
``Danube river of cooperation’’, International scientific fo-
rum - Danube rover of cooperation - international scien-
tific society, ISF DRC, Belgrade, e-format, Section - Selecet-
ed papers number 11, ISBN 978-86-82825-20-0, 2019. 

[6] P. Dakić, “Software compliance in various industries us-
ing CI/CD, dynamic microservices, and containers,” Open 
Computer Science, vol. 14, January 2024. 

[7] P. Dakić, V. Todorović and V. Vranić, “Financial Sustain-
ability of Automotive Software Compliance and Industry 
Quality Standards,” in Proceedings of Eighth International 
Congress on Information and Communication Technology, 
Springer Nature Singapore, 2023, p. 477–487.

[8] J. Ágh, I. Makarova and P. Dakić, 

December 2024        Journal of Information Technology and Applications        101



JITA 14(2024) 2:93-103 PAvle DAkIć, eT Al.

[9] P. Dakić, V. Todorovic and B. Petrovic, “Investment reasons 
for using standards compliance in autonomous vehicles,” 
Economic and Social Development: Book of Proceedings, p. 
219–228, 2021. 

[10] P. Dakic, M. Zivkovic, L. Jovanovic, N. Bacanin, M. Antoni-
jevic, J. Kaljevic and V. Simic, “Intrusion detection using 
metaheuristic optimization within IoT/IIoT systems and 
software of autonomous vehicles,” Scientific Reports, vol. 
14, October 2024. 

[11] V. Todorovic and P. Dakić, The future of robotic vehicles 
with the contradictions of process in the green agenda and 
production of different power sources, 2024. 

[12] V. Radovanović, O. Krčadinac, J. Perišić, M. Milovanović 
and Ž. Stanković, “Comparison of Agile and Devops Meth-
odologies: Analysis of Efficiency, Flexibility, and Applica-
tion in Software Development,” JITA -Journal of Informa-
tion Technology and Application, vol. 14, pp. 78-83, June 
2024. 

[13] Ž. E. Nataša Đalić, “Digital Transformation as a Starter 
of the Creation of new Economic Business Models,” JITA 
-Journal of Information Technology and Application, vol. 
14, June 2024. 

[14] T. Golis, P. Dakić and V. Vranić, “Creating Microservices and 
using infrastructure as code within the CI/CD for dynamic 
container creation,” in 2022 IEEE 16th International Scien-
tific Conference on Informatics (Informatics), 2022. 

[15] P. Dakić, D. Lojaničić, H. Issa and M. Bogavac, “Choosing, 
creating and developing managers,” Oditor, vol. 7, p. 105–
134, 2021. 

[16] N. Hroncova and P. Dakic, “Research Study on the Use of 
CI/CD Among Slovak Students,” in 2022 12th International 
Conference on Advanced Computer Information Technolo-
gies (ACIT), 2022. 

[17] P. Dakic, V. Todorovic and V. Vranic, “Financial Justification 
for using CI/CD and Code Analysis for Software Quality 
Improvement in the Automotive Industry,” in 2022 IEEE 
Zooming Innovation in Consumer Technologies Conference 
(ZINC), 2022. 

[18] F. Cák and P. Dakić, “Creating Feature Model for YAML 
Generator in CI/CD Pipelines with React Web Applica-
tion,” in Proceedings of Ninth International Congress on 
Information and Communication Technology, Springer Na-
ture Singapore, 2024, p. 529–539.

[19] R. Szarka, P. Dakic and V. Vranic, “Cost-Effective Real-time 
Parking Space Occupancy Detection System,” in 2022 12th 
International Conference on Advanced Computer Informa-
tion Technologies (ACIT), 2022. 

[20] P. Dakić, “Importance of knowledge management for CI/
CD and Security in Autonomous Vehicles Systems,” JITA 
-Journal of Information Technology and Application, vol. 1, 
pp. 7-16, June 2024. 

[21] P. Dakić, I. Stupavský and V. Todorović, “The Effects of 
Global Market Changes on Automotive Manufacturing and 
Embedded Software,” Sustainability, vol. 16, p. 4926, June 
2024. 

[22] A. Petričko, P. Dakić and V. Vranić, “Comparison of Visual 
Occupancy Detection Approaches for Parking Lots and 
Dedicated Containerized REST-API Server Application,” in 
CEUR Workshop ProceedingsVolume 32372022 9th Work-
shop on Software Quality Analysis, Monitoring, Improve-
ment, and Applications, SQAMIA 2022, 2022. 

[23] I. Stupavský and V. Vranić, “Analysing the controversial 

social media community,” in 2022 IEEE 16th International 
Scientific Conference on Informatics (Informatics), 2022. 

[24] A. Shazmeen, P. Dakic and Z. A. Dhulfiqar, B2A, A Straight-
Through Approach from Basics to Advanced Level: Case 
Study for Python Course, 2024. 

[25] Ideapoke, Balancing Sensor Cost and Automotive Disrup-
tion, 2024. 

[26] O. Shire, How Car Sensor Technology is Transforming the 
Automotive Industry, 2024. 

[27] S. Jeyachandran, Meet the 6th-generation Waymo Driver: 
Optimized for costs, designed to handle more weather, and 
coming to riders faster than before, 2024. 

[28] Y. Xie, Y. Guo, S. Yang, J. Zhou and X. Chen, “Security-Relat-
ed Hardware Cost Optimization for CAN FD-Based Auto-
motive Cyber-Physical Systems,” Sensors, vol. 21, p. 6807, 
October 2021. 

[29] P. Dakić, “Significance of Standards Compliance Organi-
zations for the Sustainable Automotive Software and Car 
Production,” Acta Polytechnica Hungarica, vol. 21, 2024. 

[30] V. Todorovic, P. Dakic and M. Aleksic, “Company manage-
ment using managerial dashboards and analytical soft-
ware,” ESD Conference, Belgrade 75th International Sci-
entific Conference on Economic and Social Development 
Development, ESD Conference Belgrade, 02-03 December, 
2021 MB University, Teodora Drajzera 27, 11000 Belgrade, 
Serbia;, 2021. 

[31] Q. Wu, C. Huang, S. Wang, W. Chiu and T. Chen, “Robust 
Parking Space Detection Considering Inter-Space Correla-
tion,” in 2007 IEEE International Conference on Multime-
dia and Expo, 2007. 

[32] S. Liu, “Robust vehicle detection from parking lot imag-
es,” IEEE Transactions on Geoscience and Remote Sensing 
PP(99):1-12, p. 27, 2018. 

[33] M. Krocka, P. Dakic and V. Vranic, “Automatic License Plate 
Recognition Using OpenCV,” in 2022 12th International 
Conference on Advanced Computer Information Technolo-
gies (ACIT), 2022. 

[34] S. Funck, N. Mohler and W. Oertel, “Determining car-park 
occupancy from single images,” in IEEE Intelligent Vehicles 
Symposium, 2004, 2004. 

[35] C. Huang, Y.-S. Dai and S. Wang, “A surface-based vacant 
space detection for an intelligent parking lot,” in 2012 
12th International Conference on ITS Telecommunications, 
2012. 

[36] G. Amato, F. Carrara, F. Falchi, C. Gennaro and C. Vairo, 
“Car parking occupancy detection using smart camera 
networks and Deep Learning,” in 2016 IEEE Symposium 
on Computers and Communication (ISCC), 2016. 

[37] R. S. Feris, B. Siddiquie, J. Petterson, Y. Zhai, A. Datta, L. 
M. Brown and S. Pankanti, “Large-Scale Vehicle Detection, 
Indexing, and Search in Urban Surveillance Videos,” IEEE 
Transactions on Multimedia, vol. 14, p. 28–42, February 
2012. 

[38] P. K. Bhaskar and S. Yong, “Image processing based vehicle 
detection and tracking method,” in 2014 International 
Conference on Computer and Information Sciences (IC-
COINS), 2014. 

[39] G. L. Foresti, C. Micheloni and L. Snidaro, “Event classifi-
cation for automatic visual-based surveillance of parking 
lots,” in Proceedings of the 17th International Conference 
on Pattern Recognition, 2004. ICPR 2004., 2004. 

[40] C. G. del Postigo, J. Torres and J. M. Menéndez, “Vacant 

102        Journal of Information Technology and Applications        www.jita-au.com



Pattern ProPosal for detecting object occuPancy in aVs utilizing Ml, edge cloud, ai, and cV for Parking lots JITA 14(2024) 2:93-103 

For citation
Pavle Dakić, Mohammad Daud Haiderzai, Anja Dragojević, Anastasija Dragonić-Uremović, Pattern Proposal for detecting object 
occupancy in AVs utilizing ML, Edge Cloud, AI, and CV for parking LoTs, JITA – Journal of Information Technology and Applications, 
Banja Luka, Pan-Europien University APEIRON, Banja Luka, Republika Srpska, Bosna i Hercegovina, JITA 14(2024)2:93-103, (UDC: 
004.414.23:656.1.08), (DOI: 10.7251/JIT2402093D, Volume 14, Number 2, Banja Luka, December (89-188), ISSN 2232-9625 
(print), ISSN 2233-0194 (online), UDC 004

About the authors
Dr Pavle Dakić, PhD. holds a PhD in Elec-
trical Engineering and Computing from Sin-
gidunum University, Belgrade and a second 
PhD. degree in Applied Informatics from the 
Faculty of Informatics and Information Tech-
nologies, Slovak University of Technology. His 
current research interests include computer 
networks, AI security, high-performance sys-

tems (HPC), Internet of Things (IoT), software development and 
testing, SEO/SEM, CI/CD, encryption, and data security, as well 
as business applications of telecommunications technologies.

Mohammad Daud Haiderzai is a PhD 
scholar at the Faculty of Informatics and In-
formation Technologies, Slovak University of 
Technology. He currently works as a lecturer 
and software engineer. His research interests 
include organizational and design patterns, 
software development and testing, data secu-
rity and encryption, high-performance com-

puting (HPC), Internet of Things (IoT), continuous integration 
and delivery (CI/CD), and enterprise software product develop-
ment.

Anja Dragojević for the last 3 years, she has 
been employed at the Pan-European Univer-
sity Apeiron as Erasmus+ coordinator and 
Administrator of the Career Guidance Center. 
She is also a fourth-year bachelor’s student at 
the Faculty of Business Economics, majoring 
in Banking, Finance, and Trade Management.

Anastasija Dragonić - Uremović is currently 
a second-year student of Computer Multime-
dia and Graphics at the Faculty of Information 
Technologies of the Pan-European University 
Apeiron. In addition to her studies, she is cur-
rently employed in the IT support sector at 
the mentioned faculty.

parking area estimation through background subtraction 
and transience map analysis,” IET Intelligent Transport 
Systems, vol. 9, p. 835–841, 2015. 

[41] N. C. Mithun, N. U. Rashid and S. M. M. Rahman, “Detection 
and Classification of Vehicles From Video Using Multiple 
Time-Spatial Images,” IEEE Transactions on Intelligent 
Transportation Systems, vol. 13, p. 1215–1225, September 
2012. 

[42] J. Chen, F. Li, Y. Fu, Q. Liu, J. Huang and K. Li, “A study of 
image segmentation algorithms combined with different 
image preprocessing methods for thyroid ultrasound im-
ages,” in 2017 IEEE International Conference on Imaging 
Systems and Techniques (IST), 2017. 

[43] Y. Jin, J. Li, D. Ma, X. Guo and H. Yu, “A Semi-Automatic 
Annotation Technology for Traffic Scene Image Labeling 
Based on Deep Learning Preprocessing,” in 22017 IEEE 
International Conference on Computational Science and 
Engineering (CSE) and IEEE International Conference on 
Embedded and Ubiquitous Computing (EUC), 2017. 

[44] M. Krocka, P. Dakic and V. Vranic, “Extending Parking Oc-
cupancy Detection Model for Night Lighting and Snowy 
Weather Conditions,” in 2022 IEEE Zooming Innovation in 
Consumer Technologies Conference (ZINC), 2022. 

[45] W. S. J. Saputra, E. Y. Puspaningrum, W. F. Syahputra, A. P. 
Sari, Y. V. Via and M. Idhom, “Car Classification Based on 
Image Using Transfer Learning Convolutional Neural Net-
work,” in 2022 IEEE 8th Information Technology Interna-
tional Seminar (ITIS), 2022. 

[46] Y. Schegolikhin, M. Mitrokhin and A. Eremin, “Image Pre-
processing to Improve Object Recognition in Complex 
Weather Conditions,” in 2023 International Russian Smart 
Industry Conference (SmartIndustryCon), 2023. 

[47] G. Meng, Y. Wang, J. Duan, S. Xiang and C. Pan, “Efficient 
Image Dehazing with Boundary Constraint and Contextu-
al Regularization,” in 2013 IEEE International Conference 
on Computer Vision, 2013. 

[48] A. Bhandari, A. Kafle, P. Dhakal, P. R. Joshi and D. B. Kshatri, 
“Image Enhancement and Object Recognition for Night Vi-
sion Surveillance,” arXiv:2006.05787 [cs, eess], June 2020. 

[49] D. Chen, M. He, Q. Fan, J. Liao, L. Zhang, D. Hou, L. Yuan and 
G. Hua, “Gated Context Aggregation Network for Image 
Dehazing and Deraining,” arXiv:1811.08747 [cs], Decem-
ber 2018. 

[50] G. OpenCV, “OpenCV: Image Segmentation with Water-
shed Algorithm,” May 2023. 

[51] P. Dakić and M. Živković, “An overview of the challenges 
for developing software within the field of autonomous 
vehicles,” in 7th Conference on the Engineering of Comput-
er Based Systems, 2021. 

[52] F. Cák and P. Dakić, “Configuration Tool for CI/CD Pipe-
lines and React Web Apps,” in 2024 14th International 
Conference on Advanced Computer Information Technolo-
gies (ACIT), 2024. 

Received: October 26, 2024
Accepted: November 19, 2024

December 2024        Journal of Information Technology and Applications        103



JITA 14(2024) 2:104-110 vesnA RADoJcIc, eT Al.

Transforming Traffic Safety: Detection of Car-Pedestrian 
Contact Using Computer Vision Technologies

Vesna Radojcic1, Milos Dobrojevic2
1University Sinergija, Faculty of Computing and Informatics, Bijeljina, Bosnia and Herzegovina, 

vradojcic@sinergija.edu.ba, 0000-0001-7826-1081
2University Sinergija, Faculty of Computing and Informatics, Bijeljina, Bosnia and Herzegovina, 

mdobrojevic@sinergija.edu.ba, 0000-0003-3798-312X

Original scientific paper 
https://doi.org/10.7251/JIT2402104R UDC: 656.1.08:625.712.34

Abstract: This paper explores the integration of computer vision technologies to enhance traffic safety through the effective 
detection of car-pedestrian interactions. As urban environments become more congested, pedestrian safety remains a critical 
concern. The system’s performance was evaluated using real-life footage from vehicle-mounted cameras, as well as images and 
videos sourced from online platforms. These real-world scenarios enabled a detailed assessment of the system’s accuracy and 
efficiency in practical conditions. The study highlights the potential for significant improvements in traffic safety, particularly in 
Bosnia and Herzegovina, where over 38% of registered vehicles are older than 23 years, and nearly 62% exceed 14 years. The 
aging vehicle fleet heightens the risk of accidents, underscoring the need for advanced detection methods. The proposed system 
automates the identification of hazardous situations on roads, allowing timely responses from relevant authorities.

Keywords: Traffic safety, YOLOv8, Computer vision, OpenCV, Object detection

Introduction
Computer vision technologies have demonstrated 

considerable potential in improving traffic safety, espe-
cially in detecting and analyzing interactions between 
pedestrians and vehicles. These systems facilitate auto-
mated identification of traffic conflicts and violations, 
delivering crucial data for safety assessments and the 
development of preventive measures [1]. Within cit-
ies, traffic congestion has emerged as the primary 
challenge. [2]. Monitoring pedestrian movements and 
their interactions with vehicles, commonly referred 
to as object tracking [3], can significantly enhance 
pedestrian safety. By analyzing pedestrian behavior, 
recognizing traffic patterns, and predicting potential 
conflicts, authorities can implement various measures, 
such as pedestrian crossing signals, improved signage, 
and traffic calming techniques, to boost overall pedes-
trian safety. According to the latest statistics on traffic 
accidents, their causes, and consequences in Bosnia 
and Herzegovina, 31,321 traffic accidents were report-
ed on Bosnian-Herzegovinian roads in 2022. Of these, 

7,230 resulted in casualties and injuries, while 24,091 
cases involved material damage. The total number of 
accidents marked an increase of 1,083 compared to 
2021, highlighting a persistent upward trend in traffic 
incidents each year. [4]. Given these alarming statistics 
regarding traffic incidents in Bosnia and Herzegovina, 
this research aims to provide practical solutions for 
enhancing traffic safety.

Literature Review
Recent advancements in computer vision tech-

nologies have significantly improved traffic safety 
and surveillance systems. These systems utilize ob-
ject detection and recognition techniques to identify 
vehicles, pedestrians, and traffic signs. [5]. Despite 
challenges like varying weather conditions and light-
ing changes, these technologies continue to evolve, 
contributing to the development of intelligent trans-
portation systems and autonomous vehicles.

Patil et al. [6] propose a real-time traffic sign de-
tection system utilizing deep learning models, which 
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improves road safety by recognizing traffic signs and 
aiding traffic management. Similarly, S. S et al. [7] in-
troduce an IoT-based system that employs YOLO for 
real-time traffic monitoring and accident detection, 
optimizing traffic signal timings to alleviate conges-
tion. Chadha et al. [8] focus on driver safety by devel-
oping a fatigue detection system using MediaPipe and 
OpenCV, which monitors driver attention and alerts 
them to prevent accidents. Kushwaha et al. [9] ad-
dress lane detection challenges, proposing a system 
that identifies lane boundaries under varying condi-
tions, thereby enhancing driver awareness and re-
ducing accidents. 

Rocky et al. [10] have tackled the necessity for 
a dependable system to detect high-risk incidents. 
They highlight the significance of enabling self-driv-
ing vehicles to function autonomously for prolonged 
durations without human oversight. Their review 
centers on utilizing dashboard cameras (dashcams) 
as a cost-effective means to improve the safety of au-
tonomous vehicles during accident scenarios. The au-
thors provide a thorough overview of the evolution 
of concepts in this field, classifying methods into su-
pervised, self-supervised, and unsupervised learning. 
They meticulously analyze evaluation criteria and 
available datasets, shedding light on the advantages 
and drawbacks of various approaches.

These studies illustrate the transformative poten-
tial of computer vision in improving road safety and 
traffic management.

Methods and materials
The preparation for this experimental study in-

volved collecting various video materials and photo-
graphs obtained from real-life situations as well as on-
line sources, ensuring an authentic representation of 
traffic scenarios (Figure 1). The dataset used in the re-
search includes 150 images and 50 video clips, as well 
as additional data from the NYC Motor Vehicle Colli-
sions to Person dataset available on Kaggle [11]. This 
additional dataset enhanced the analysis, providing a 
broader spectrum of traffic scenarios and increasing 
the validity of the findings. The goal was to provide 
deeper insights into the system’s detection efficiency 
and assess its applicability in real-world conditions.

Image Processing
Image processing encompasses the manipulation 

of digital data in the form of images and videos, al-
lowing for the extraction of information regarding 
shape, position, orientation, size, dimensions, and 
color [12]. When individuals view images or videos, 
they can easily identify objects, gauge distances be-
tween them, and discern colors and positions. The 
main goal of digital image processing is to extract 
and interpret this information. Our image processing 
workflow consists of several steps, including loading, 
resizing, edge detection, object detection, converting 
to grayscale, and removing noise.

Loading an image
When loading an image, the initial step is to im-

port the necessary library. Following this, the cv2.
imread() function is invoked to load the image, and 
the resulting data is stored in the variable img. This 
function’s parameters include the file path of the 
image and an integer that specifies whether the im-
age should be loaded in color or grayscale (stored in 
the variable img_1). To display the loaded image in 
a new window, the cv2.imshow() function is called, 
which takes as parameters the name of the window 
and the variable containing the image data. Next, the 
waitKey() function is executed, which temporarily 
halts program execution until a key is pressed. Once a 
key is detected, the destroyAllWindows() function is 
called to close all open windows.

 

Figure 1. Image loaded in its original format 

Resizing the image
To resize an image by its width and height in pixels, 

the resize() function from the OpenCV library (cv2) is 
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employed. The image dimensions can be adjusted ac-
cording to specific requirements. In this example, the 
image size is reduced by 50%, and the new dimen-
sions are calculated accordingly. If only one dimen-
sion is known, the other can be determined based on 
the aspect ratio of the original image. 

Here’s a breakdown of the process [13]: The cv2.
imread() function reads the specified file in cv2.IM-
READ_UNCHANGED mode, returning a NumPy array 
containing the pixel values. The variable scaling_per-
centage is set to 50, indicating that the image will be 
reduced to 50% of its original dimensions (both width 
and height). img.shape[1] retrieves the width of the 
original image. int(img.shape[1] * scaling_percentage 
/ 100) computes the new width, which represents 
50% of the original width (Figure 2). The new size of 
the image is established with these calculated dimen-
sions. The cv2.resize() function resizes the image img 
to the new dimensions stored in the variable new_im-
age, returning a NumPy array. Finally, the resized im-
age is saved to disk with the name “traffic_resize.jpg”.

F igure 2. Size comparison: 50% reduction (right) compared to 
the original size (left)

Converting an RGB image to grayscale
To create a grayscale image, you can either read 

the file directly in grayscale mode or if an RGB image 
is already loaded, convert it to grayscale using the 
cvtColor method from the OpenCV library (Figure 3).

Noise removal
One of the key challenges in image processing and 

computer vision is the removal of noise from images. 
The “denoising” process entails estimating the original 
image by minimizing the noise that may be present 
(Figure 4). Noise can originate from various sources, 
including sensors and environmental factors, making 
it often unavoidable in real-world applications.

Figure 4. Result of noise removal from the image

Edge detection
Edge detection is a critical and essential function 

in computer vision and image processing, with nu-
merous applications [14]. Its primary objective is to 
identify significant variations in grayscale images and 
to understand the physical phenomena that cause 
these changes. 

This process involves locating the boundaries or 
edges of objects by detecting sudden shifts in shad-
ing within the image [15]. This technique is instru-

Figure 3. Original RGB image (left) converted to grayscale 
(right)

Figure 5. Result of edge detection on the image
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mental in extracting structural information about the 
objects represented in the image. Various algorithms 
are available for edge detection, given their broad ap-
plicability, with one notable example being the Canny 
Edge Detection algorithm (Figure 5).

Characteristics of vehicle-pedestrian 
collisions
Vehicle-pedestrian collision contacts occur at vari-

ous points depending on factors such as the speed of 
the vehicle, the height of the pedestrian, and the type 
of vehicle involved. These contact points typically in-
clude the front bumper, hood, and windshield of the 
vehicle, which often result in injuries to the lower 
limbs, torso, and head of the pedestrian. The dynam-
ics of such collisions are crucial for understanding 
injury mechanisms and improving vehicle safety de-
sign. Figure 6 illustrates the typical contact positions 
during these types of collisions.

Figure 6. Positions of vehicle-pedestrian collision contacts [16]

Results

Global Workflow Architecture for Object 
Detection and Collision Analysis
A systematic workflow was designed to imple-

ment object detection and collision analysis using 
advanced computer vision techniques (Figure 7). The 
workflow consists of four main stages: 

Preprocessing, Object Detection, Collision Detec-
tion, and Postprocessing and Validation. Each stage 
plays a crucial role in ensuring the robustness and ac-
curacy of the system.

Figure 7. Global Workflow Architecture for Object Detection and 
Collision Analysis

Object detection
Object detection, a crucial task in computer vision, 

has undergone significant advancements with the 
emergence of deep learning techniques. This technol-
ogy enables machines to analyze and identify thou-
sands of individual objects in real-time as they move 
past a sensor. [17]. 

This technology finds broad application in areas 
such as surveillance, autonomous vehicles, medical 
imaging, and beyond. By continuously scanning and 
analyzing multiple objects in real-time, machines can 
accurately detect and classify them, unlocking vast 
opportunities for automation and intelligent deci-
sion-making. Object detection leverages computer vi-
sion and image analysis to identify specific elements 
within images and video content. Using the YOLOv8 
algorithm for object detection, various objects in the 
image were successfully identified (Figure 8). The de-
tected objects included individuals, cars, and traffic 
lights, all of which were identified with high precision 
and speed. 

For this detection, the command yolo predict 
source=viber_image_traffic.jpg model=yolov8n.pt 
was used.
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Figure 8. Object Detection using YOLOv8 Algorithm

Pedestrian-Vehicle Contact Detection 
The development of the “Pedestrian-Vehicle Con-

tact Detection” application in Python significantly 
improves pedestrian safety in traffic. The applica-
tion aims to assist in accident prevention by using 
advanced computer vision techniques, specifically 
YOLO (You Only Look Once) version 8, to detect po-
tential collisions between vehicles and pedestrians in 
real-time. 

In the initial phase of the code, the necessary librar-
ies for video processing are imported. These libraries 
include OpenCV for handling video files, Torch for 
deep learning model operations, and NumPy for nu-
merical data manipulation. A function called load_yo-
lov8_model() is defined to load the YOLOv8 model for 
object detection. This function utilizes the torch.hub.
load method to download the model from the popu-
lar Ultralytics/YOLOv8 repository. If the model fails 
to load, an appropriate error message is displayed. 

The path to the video file, defined as video_file_
path, specifies the input for processing. The main 
video processing function is responsible for detecting 
objects and potential collisions. It starts by loading 
the YOLOv8 model, followed by opening the specified 
video file for processing and initializing variables to 
track object and collision data. In the main loop, each 
frame of the video is read and preprocessed before 
being passed to the detection model. Detected objects 
are classified into categories (vehicles and pedestri-
ans), and the average size of vehicle bounding boxes 
is calculated. Bounding boxes are then drawn on the 
frame to visualize detected objects. 

Afterward, collisions between objects are de-

tected, and collision data is overlaid on the frame for 
enhanced visualization. The processed video is dis-
played, and the loop continues until the user decides 
to exit, typically by pressing ‘q’ on the keyboard.

 (1)

 (2)

Equations (1) and (2) represent the detection rate 
and false alarm rate, respectively [18]. This applica-
tion framework achieved a detection rate of 79%, 
calculated using Equation (1), and a false alarm rate 
of 10.3%, based on Equation (2). These results dem-
onstrate the system’s solid performance, considering 
multiple factors contributing to collision detection. 

Discussion
Although the system has achieved a high detec-

tion rate, certain challenges have been identified. In 
conditions of heavy traffic, the system occasionally 
fails to detect certain vehicles, resulting in a higher 
number of false positives. In situations where detect-
ed objects in the image partially overlap in daylight, 
the objects are identified, and their relative positions 
indicate contact. However, during the processing 
of footage recorded at night, when street lighting is 
minimal, various issues may arise. 

In such conditions, the following can occur:
• Non-detection of objects (vehicles or pedestri-

ans).
• Inaccurate detection of objects.
• Misclassification of objects.
For example, if a vehicle and a pedestrian are in an 

initial position of mutual contact, the system may as-
sign the wrong class to the vehicle, recognizing it as a 
pedestrian, which leads to a lack of contact detection.

To improve detection accuracy in these challeng-
ing conditions, spatial depth compensation could be 
implemented [19], which, by comparing the relative 
positions of vehicles and pedestrians, may help re-
duce classification and detection errors. This strategy 
could potentially optimize the system’s performance 
in various weather and lighting conditions, ensuring 
more reliable collision detection.
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Conclusion
By exploring the application of computer vision 

and utilizing OpenCV and YOLOv8 for detecting traf-
fic accidents, we have opened the door to innovative 
solutions that can significantly improve traffic safety. 
Early detection of hazardous situations and enabling 
quick responses from relevant authorities can drasti-
cally reduce traffic accidents and save lives. The com-
bination of real-world scenarios and online video ma-
terials allowed for extensive testing of the system in 
realistic conditions, providing valuable insights into 
the effectiveness of various detection methods. 

However, certain limitations of the research must 
be acknowledged. The dataset used for testing was 
relatively small. The system’s performance in low-
light conditions or heavy traffic remains an area for 
improvement. 

Further research should focus on expanding the 
dataset to include a wider range of traffic and weath-
er conditions. This initiative not only enhances road 
safety in Bosnia and Herzegovina but also lays the 
foundation for further technological advancements 
in the field of traffic safety.
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Abstract: This paper explores the design and implementation of a voice-controlled smart home system utilizing the Raspberry 
Pi platform and Node.js framework. The system aims to provide users with an intuitive method for managing household devices 
through voice commands while enhancing functionality with integrated sensors. Leveraging the Hidden Markov Model Toolkit 
(HTK) for speech recognition, the system accurately interprets user commands, facilitating control over lighting, temperature, and 
various IoT devices. In addition to voice activation, the system incorporates multiple sensors: a temperature sensor for monitoring 
ambient conditions, a motion sensor (PIR) for detecting occupancy, and a light sensor for assessing natural light levels. These 
sensors work in harmony with the voice control features, enabling automated responses such as adjusting the heating or cooling 
based on temperature readings, activating lights upon detecting movement, and regulating artificial lighting according to available 
daylight. Comprehensive testing demonstrated the system’s high accuracy in command recognition and its responsiveness to user 
inputs, as well as its robust integration with additional smart devices. User feedback was instrumental in refining the system, 
leading to improvements in command clarity and operational efficiency. This research highlights the potential of combining voice 
control and sensor technology to create a more responsive and user-friendly smart home environment.

Keywords: IoT, Smart home systems, voice recognitions, sensors, open-source

Introduction
In recent years, smart home systems have 

gained significant popularity, driven by advance-
ments in Internet of Things (IoT) technology  [1] 
and artificial intelligence (AI) [2]. Voice-controlled 
systems, in particular, have revolutionized the way 
users interact with devices, providing hands-free, 
intuitive control over various household functions 
[3]. Proprietary solutions like Amazon Echo and 
Apple HomeKit have dominated the market, offer-
ing integrated services that facilitate voice control 
over smart home environments [4] [5]. However, 
these solutions are limited by their commercial na-
ture, which restricts customization, scalability, and 
user control over data privacy.

To address these limitations, we propose a fully 
open-source, affordable voice-controlled smart 

home system that provides flexibility, transparency, 
and ease of customization. Our system is designed 
to operate on widely available, cost-effective hard-
ware, enabling users to create personalized smart 
home environments without the constraints of 
proprietary platforms. By combining open-source 
tools such as the HTK Tool for speech and speaker 
recognition with Node.js as the software frame-
work, this system not only provides core function-
alities but also offers modular extensibility for 
further community-driven development. The HTK 
(Hidden Markov Model Toolkit) was selected for its 
robust capabilities in speech and speaker recogni-
tion, offering a proven, adaptable framework well-
suited to accurately interpreting voice commands 
in diverse home environments [6]. Node.js was 
chosen for its efficient, event-driven architecture, 
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making it ideal for managing real-time data from 
multiple sensors and processing voice commands 
seamlessly, which are essential for responsive 
smart home control [7].

Our choice of the Raspberry Pi as a hardware 
platform ensures that the system remains afford-
able [8], accessible [9], and easy to expand, while 
integrated text-to-speech (TTS) [10] capabilities 
facilitate natural user interaction. With voice con-
trol predicted to play a crucial role in the future of 
IoT, this project contributes to the field by provid-
ing a foundation for open-source smart home sys-
tems that encourage innovation and user involve-
ment [11].

This paper presents the design, implementation, 
and potential applications of our voice-controlled 
smart home system, aiming to establish a scalable 
framework that can be utilized and extended by a 
broad user base.

Methods and materials
Our open-source voice-controlled smart home 

system was developed using affordable hardware 
and readily available software tools, ensuring ease of 
configuration, expandability, and cost-effectiveness. 
Below is a table (table 1) of the core components and 
methods applied in the system’s development:

Table 1. Core Components and Methods for the Development of 
an Open-Source Voice-Controlled Smart Home System

Component Description
Raspberry Pi Model 3, chosen for affordability, 

versatility, and support for IoT 
applications; serves as the primary 
processing unit, handling audio 
processing and integration with 
sensors/actuators.

Hardware 
components

Microphone 
and Speakers

USB microphone and speakers 
connected to the Raspberry Pi for 
capturing voice commands and 
providing audio feedback to the user.

Additional 
Sensors & 
Actuators

Integrated with various sensors 
(temperature, motion, light) and 
actuators (smart lights, plugs) for 
expanded smart home control.

Software 
Components

HTK (Hidden 
Markov Model 
Toolkit)

Used for speech and speaker 
recognition; robust algorithm 
for interpreting voice commands 
accurately. Commands are pre-
defined and trained in HTK to optimize 
accuracy.

Node.js 
Framework 

Serves as the primary software 
platform, processing commands, 
handling sensor data, and managing 
device states; includes custom 
modules to interpret HTK output and 
process commands.

Text-to-Speech 
(TTS) Module

Integrated within Node.js to enable 
verbal responses for user interaction, 
status updates, and answering 
questions.

System 
Architecture

Input 
Processing

Microphone captures user commands, 
which are processed by HTK to identify 
command content and speaker identity 
(when multiple users are set up).

Command 
Interpretation

Node.js matches interpreted 
commands with pre-defined functions, 
triggering appropriate responses 
like turning on lights or adjusting 
temperature.

User Feedback TTS module synthesizes responses for 
playback through speakers, confirming 
command execution or providing 
additional info.

Evaluation 
and Testing

Testing 
Approach

Tested for command accuracy, 
response time, and ease of integration 
with additional devices. Repeated 
commands in varied conditions (e.g., 
background noise, different voices) to 
assess HTK recognition accuracy and 
robustness.

User Feedback Collected from user trials to refine the 
command set and enhance response 
clarity.

For this research, we implemented a voice-con-
trolled smart home system in five selected house-
holds, utilizing Raspberry Pi as the central processing 
unit. The process involved developing custom mod-
ules in Node.js, configuring affordable hardware, and 
integrating low-cost sensors and actuators. Below 
are the key steps:

1. Selection of Households
Five households were chosen based on diverse 

family structures and varying levels of familiarity 
with technology. This ensured a representative sam-
ple for evaluating user experiences.

2. Deployment of Raspberry Pi
The Raspberry Pi Model 3 was installed in each 

household due to its affordability, versatility, and 
compatibility with IoT applications. It served as the 
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central unit for processing voice commands, integrat-
ing sensors, and controlling actuators.

Setup Procedure: The Raspberry Pi was pre-con-
figured with the latest Raspbian OS to ensure compat-
ibility with the software. Each device was connected 
to the household Wi-Fi network to enable seamless 
communication with sensors and actuators.

3. Software Components Installation
To enable system functionality, the following soft-

ware components were installed:
Node.js Framework was installed using Node Ver-

sion Manager (nvm) to manage software versions 
and host the custom application for processing com-
mands and managing device states. HTK (Hidden 
Markov Model Toolkit) was configured for accurate 
speech recognition and optimized for predefined 
command sets.

4. Sensor and Actuator Integration
Sensors and actuators were installed to extend the 

system’s functionality:
 - Temperature Sensors: For monitoring ambi-

ent conditions and enabling automatic climate 
control.

 - Motion Sensors: Positioned near entry points 
to trigger actions like turning on lights or send-
ing alerts.

 - Light Sensors: To detect natural light levels and 
adjust artificial lighting accordingly.

 - Voice Control: USB microphones and speakers 
were installed for voice command input and 
audio feedback.

5. Testing and Calibration
After installation, the system was tested and cali-

brated for: Sensor accuracy and reliability under dif-
ferent environmental conditions;

Command recognition accuracy using HTK in sce-
narios with varying background noise; 

Integration and response times between the Rasp-
berry Pi, sensors, and actuators.

6. User Training and Feedback Collection
Households received training on system usage, 

followed by a feedback collection phase to identify 
usability issues and inform system refinements.

Proposed System Architecture
The proposed architecture for the voice-controlled 

smart home system is designed to offer a modular, 
flexible, and scalable solution for smart home au-

tomation (Figure 1). The system integrates various 
components that work together to provide seamless 
user interaction and control over home devices. The 
main elements of the system include the Raspberry 
Pi as the central unit, voice processing through the 
HTK (Hidden Markov Model Toolkit), and real-time 
control of smart devices using Node.js.

Figure 1. System Architecture for Voice-Controlled Smart Home

At the core of the system, the Raspberry Pi serves 
as the processing hub. It connects to a microphone to 
capture voice commands from the user. These audio 
signals are first processed through the HTK module, 
which performs speech recognition and speaker iden-
tification. The HTK system is responsible for convert-
ing the user’s voice into text commands, allowing the 
system to interpret and act upon the user’s requests.
Once the voice command is processed, it is passed to 
Node.js, which serves as the platform for interpret-
ing these commands and controlling smart devices. 
Node.js executes the necessary logic to map voice 
commands to corresponding actions, such as turning 
on lights, adjusting temperature, or activating other 
connected devices. The system integrates various 
smart devices, such as temperature sensors, motion 
detectors, and smart lights, which can be controlled 
based on voice inputs or environmental triggers.

To ensure interactive communication with the user, 
the system also includes a Text-to-Speech (TTS) mod-
ule. After the system performs the requested actions, 
the TTS component provides feedback to the user, con-
firming the actions or providing additional informa-
tion, such as the status of a device or an error message.

Additionally, the system includes a feedback loop 
for testing and evaluation. User feedback is gathered 
through interactions with the system, allowing for 
continuous improvement. This feedback helps refine 
the voice recognition and response accuracy, ensur-
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ing that the system evolves to meet user needs and 
preferences effectively.

This architecture provides a robust and user-
friendly platform for controlling and automating 
smart home devices, allowing for easy customization 
and expansion. The use of open-source components 
and affordable hardware makes the system accessible 
while maintaining high scalability and performance. 
The integration of speech recognition, real-time con-
trol, and user feedback creates a system that is not 
only functional but also adaptable to a wide range of 
applications in smart home environments.

Results
The implementation and testing of the smart 

home system across five households yielded valuable 
insights into the system’s functionality, user satisfac-
tion, and overall performance. The results are pre-
sented across several key areas: sensor performance, 
system responsiveness, voice command accuracy, 
and user feedback.

Table 2. Summary of Smart Home System Performance and User 
Feedback

Category Result Observations
Temperature 
Sensors

Accuracy rate of ~95% 
in maintaining set 
temperature levels.

Users reported improved 
comfort due to automatic 
temperature adjustments.

Motion Sensors High detection accuracy 
with occasional false 
triggers in households 
with pets.

Calibration adjustments 
helped reduce false 
triggers in households with 
frequent pet movement.

Light Sensors Effective in gauging 
ambient light, enabling 
automatic lighting 
adjustments.

Users noticed energy 
savings, particularly in 
daylight hours.

System 
Responsiveness

Average response time 
of 1-2 seconds from 
command input to 
action execution.

Smooth and timely 
interaction for users; met 
expected responsiveness 
benchmark.

Node.js 
Processing

Efficient handling 
of multiple sensor 
data inputs and voice 
commands with no 
noticeable latency.

Node.js provided reliable 
real-time processing, 
enhancing the user 
experience.

HTK Voice 
Processing

Achieved ~92% 
accuracy in recognizing 
voice commands, with 
slightly lower accuracy 
in noisy environments.

Microphone sensitivity 
adjustments and HTK fine-
tuning helped mitigate 
noise interference.

Multiple User 
Recognition

Successful in 
differentiating between 
multiple users’ voices, 
enabling personalized 
responses.

Personalization allowed for 
tailored interactions based 
on individual users within 
each household.

User 
Satisfaction 
with 
Automation

High satisfaction with 
temperature and 
lighting automation 
features. 

Users cited convenience 
and energy savings as 
major advantages of the 
system’s automation.

Voice 
Interaction

Users found voice 
commands intuitive 
and enjoyed hands-free 
control.

Suggested expansion of 
recognized command set to 
improve flexibility.

Suggestions for 
Improvement

Users recommended 
better noise filtering 
and support for 
additional devices (e.g., 
smart locks, cameras).

Future updates could 
include enhanced noise 
filtering and expanded 
device integration for more 
comprehensive home 
automation.

The table 2 summarizes the effectiveness and user 
experience of the implemented smart home system. 
Overall, the system demonstrated reliable sensor ac-
curacy, prompt responsiveness, and a high level of 
user satisfaction, particularly in automation features 
like temperature and lighting control. Minor chal-
lenges, such as occasional false triggers and voice 
recognition sensitivity in noisy environments, were 
addressed with system adjustments and calibrations. 
Users expressed an interest in further expanding the 
system’s capabilities to include additional smart de-
vices, indicating both the system’s value in enhancing 
household convenience and opportunities for future 
improvements.

During the testing phase, two key types of evalua-
tions were carried out: technical system testing and 
user feedback collection.

The system testing covered the accuracy of voice 
commands, response time, and integration with addi-
tional devices. Commands were tested under various 
conditions, such as background noise and different 
user voices, to assess the accuracy and robustness 
of speech recognition using HTK (Hidden Markov 
Model Toolkit). The response time of the system and 
its ability to interface with other smart home devices 
were also evaluated. Commands were repeated un-
der varying conditions to ensure stable and accurate 
system performance in real-world usage scenarios.

User feedback was collected through trial runs of 
the system, allowing for refinement of the command 
set and improvement of response clarity. Users test-
ed the system in everyday settings, using voice com-
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mands to control devices and interact with sensors. 
Based on their feedback, adjustments were made to 
the system’s settings, and further optimizations were 
applied to improve accuracy and ease of use.

Testing showed that the system correctly recogniz-
es voice commands in various conditions and efficient-
ly controls smart devices. The user interface was rated 
as intuitive, and users expressed satisfaction with the 
system’s response speed and recognition accuracy.

Discussion
The implementation of a smart home system 

across five households has offered significant insights 
into the capabilities and limitations of low-cost home 
automation solutions. Overall, the system proved re-
liable in managing basic tasks through components 
like the Raspberry Pi and sensors for temperature, 
motion, and light. The high accuracy rates of these 
sensors highlight the effectiveness of low-cost tech-
nology in providing comfort and energy efficiency 
in everyday household operations. However, minor 
challenges, such as false triggers in homes with pets, 
indicate that further adjustments and calibrations 
would improve sensor reliability, especially in house-
holds with unique environmental factors.

Voice recognition, facilitated by HTK and managed 
through Node.js, was a well-received feature, achiev-
ing high accuracy in quieter settings. Yet, background 
noise presented occasional difficulties in command 
recognition, particularly in homes near busy streets. 
Users appreciated the ease of hands-free control, but 
the need for further noise filtering became apparent, 
suggesting that enhanced audio processing could 
strengthen the system’s usability across diverse 
household environments. Additionally, participants 
expressed a desire for a broader set of recognized 
commands, indicating that an expanded command 
repertoire would increase interaction flexibility and 
overall user satisfaction.

Feedback from users also revealed a high level of 
satisfaction with automated features, such as lighting 
and temperature adjustments. These functions not 
only added convenience but also contributed to ener-
gy savings, fulfilling one of the project’s primary ob-
jectives. However, several users suggested integrating 
additional smart devices, such as security cameras 
and smart locks, to extend the system’s functional-
ity beyond home automation to include security and 

monitoring. This interest in added features points to 
a growing user expectation for more comprehensive 
smart home ecosystems. 

This study’s findings resonate with the global trend 
toward accessible, modular smart home technology. 
Using affordable components like the Raspberry Pi 
and basic sensors, the system demonstrated that ef-
fective home automation can be achieved on a budget, 
aligning with industry efforts to make smart home so-
lutions more widely available without high costs.

Feedback on voice control limitations also reflects 
a broader industry focus on refining accuracy in di-
verse home environments. Major companies are en-
hancing noise filtering and multi-user recognition, 
addressing similar challenges faced in this study [12] 
[13]. 

Conclusion
This study demonstrates the feasibility and impact 

of implementing a low-cost smart home system in 
enhancing household comfort, energy efficiency, and 
convenience. The system, based on the Raspberry Pi 
and supported by various sensors, performed reli-
ably in automating essential functions, such as tem-
perature and lighting adjustments. Additionally, the 
integration of voice command functionality provided 
an intuitive, hands-free experience that was well-re-
ceived by users, though some minor challenges with 
background noise highlighted areas for refinement in 
audio processing.

User feedback indicated high satisfaction with the 
automation features, especially regarding energy sav-
ings and ease of use. Suggestions for expanding the 
system’s functionality to include additional devices, 
such as smart locks and security cameras, reflect the 
growing interest in comprehensive smart home eco-
systems that go beyond basic automation.

In summary, this smart home system offers a 
promising solution for accessible and efficient home 
automation. Future enhancements, including im-
proved noise filtering, broader command recogni-
tion, and compatibility with a wider range of smart 
devices, could further elevate its usability and appeal. 
With these refinements, the system has the potential 
to bring smart home technology into everyday use for 
a diverse range of households, promoting a more in-
tegrated, energy-conscious living environment.
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Abstract: This paper explores the impact of technology on human interactions by integrating software engineering patterns to 
address business needs. A specialized development environment is proposed to enhance collaboration, focusing on bridging the 
technical and business perspectives through adaptable patterns. By leveraging classic and emergent software patterns, the approach 
supports real-time feedback and iterative improvements, enabling agile development practices that align with evolving user and 
business requirements. Key contributions include a modular framework for improved team communication and a Conceptual 
Framework on Human Interaction (CFI), along with an Embedded Business and Safety Human-AI Interaction Pattern (EBSH-AI). 
These tools aim to enhance interaction across technical and business domains while addressing ethical considerations in AI, such 
as privacy and authenticity in lifelike avatars. The findings indicate that structured software patterns improve cross-functional 
communication, fostering productivity and trust in AI-driven environments. This research provides a pathway to more meaningful 
interactions and user-centered outcomes in software engineering, with particular emphasis on the emerging role of AI avatars in 
the Metaverse and their impact on business and social engagements.

Keywords: AI avatar and Metaverse applications, business engineering, and technology, human interaction, patterns, software 
development, team collaboration

Introduction
Aligning software development with strategic 

business objectives is a challenging and ongoing task 
as digital demands increase in healthcare, banking, 
and transportation. As a result, sectors important 
to human existence must constantly improve opera-
tions [1]. What implies the possession of corporate 
strategies to shorten time to market, and improve 
user experiences by using knowledge management 
and continuous integration and continuous deliv-
ery/continuous deployment (CI/CD) [2, 3, 4]. How-
ever, ongoing communication gaps between technical 
teams and business units can jeopardize these objec-
tives, and various standards and legal norms may be 
violated [5, 6]. Divergent terminologies, priorities, 
and methodologies inhibit efficient collaboration, of-

ten resulting in misalignment of projects and costly 
delays [6, 7, 8]. 

Traditional development approaches cannot re-
spond quickly to changing global needs, which has a 
limiting influence on agile solutions in high-impact 
businesses. This research proposes a more efficient 
development environment and communication 
structure based on certain software engineering prin-
ciples [7, 8]. This strategy involves linking technologi-
cal and business sectors. They must foster efficient 
cross-functional collaboration, leading to faster, more 
reliable implementations that meet the strategic and 
operational needs of industries crucial to modern life 
[9, 10, 11].

Every notion in today’s business, based on new 
technologies, necessitates a strategic initiative that 
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integrates various types of digital technology and 
human connection across all divisions of the cor-
poration. Identify solutions to improve operational 
efficiency and accelerate the commercialization of 
products or services [12]. In this scenario, we are 
primarily would be employing the Model-View-Con-
troller (MVC) software architectural pattern, which 
is commonly utilized in the design and development 
of user interfaces. MVC separates a program into 
three interconnected components, each with a spe-
cific task, to promote modularity and scalability. One 
of the current trends and ‘’problems’’ that will soon 
emerge is the creation of AI avatars, which will surely 
influence how humans interact with computers and 
machines in general. This leads to the fact that it will 
be difficult to distinguish between a human and an AI 
model that is being communicated with [13]. Artifi-
cial intelligence (AI) supports the operation of most 
corporate and educational technologies and systems, 
transforming everything we use and generate daily 
into the new post-digital society [14].

AI avatars and adaptive AI systems are increasing-
ly being integrated into everyday interactions, from 
customer service to personal wellness. This is modi-
fying human behavior patterns in unexpected ways 
[15]. Because these AI-powered interfaces resemble 
human expressions and conversational patterns, 
people commonly respond to them with familiar 
social cues, viewing robots as quasi-human alterna-
tives. The issues of AI in the Metaverse include ensur-
ing realistic interactions, maintaining user privacy, 
and addressing ethical concerns about immersive 
AI avatars. AI avatars represent users or virtual en-
tities that impact social dynamics and behavior. The 
achievement of lifelike avatars that respect user limi-
tations and promote engagement requires powerful 
AI and explicit ethical norms [16]. 

The proposed research is organized in the follow-
ing sections and contains certain logical units: intro-
duction, literature review, contributions and novelty, 
materials and methods, software design patterns 
costs, results, limitations of the study, discussion, and 
conclusion. 

Literature Review
There is numerous research demonstrate the ef-

fectiveness and importance of technology as a sig-
nificant impact on human interaction in business 

and software development. The study carried out by 
Walliser et al. [17] explores how AI improves human-
computer interaction, enhancing team involvement 
and creating efficiency in team collaboration. Silva et 
al. [18]describe the importance of technology to un-
derstanding user needs and challenges in designing 
effective mobile interactions [19].

To give a more comprehensive overview of the 
available literature, we have created appropriate sub-
sections that contain information pertinent to our 
research topic, the interaction of people, machines 
(computers), and their influences. Based on the 
above, we implemented the following organization:

1. Technology and important effects on human 
interaction

2. Specific engagement designs impact
3. Topic of interest in various industries
4.  Evolving digital landscape

Technology and important effects on human 
interaction
Kong et al. [19] describe that technology has im-

portant effects on human interaction, whereas Wal-
liser et al.  [17] and Mohapatra et al. [20]show that 
technology including AI and chatbots improve deci-
sion-making in business.

Alshuridehet et al.  [21] describe the effectiveness 
of technology in improving marketing performance 
and customer confidence in the business, also human 
interaction minimizes bias in AI systems and is criti-
cal for encouraging user trust and effective involve-
ment in business enhancement [22].

Ahsan and Junaid [23] study the dynamics of hu-
man interactions and propose the use of communica-
tion, and quality work to improve collaborative pro-
cesses in organizations [24].

Specific engagement designs impact
Fasano et al. [25], Jung et al.  [26], and Pennathur 

et al. [27] found that while digital tools improve in-
formation collecting in bank-firm partnerships and 
bank crisis, human contact is still required to mini-
mize data differences and assure effective financial 
settlements are considered.

Studies by Wu et al. [28], Branzoli et al. [29], and 
Dou et al.  [30] highlight that technology’s impact on 
human contact in corporate contexts is frequently de-
pendent on specific engagement designs, and Sima et 
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al. [31] and Dell’Acqua et al. [32] support the role of 
structured digital tools, AI and adopting technologies 
in building communication, decision-making, and 
organizational connection as an important part for 
business growth.

Topic of interest in various industries
The impact of technology on human interaction 

has been a topic of interest in various industries. As 
such, Malik et al. [33], conducted a case study on Am-
azon to analyze the impact of Virtual Reality (VR) on 
product sales in the customer relationship manage-
ment sector. 

Pfnür et. al. [34] explored the transformation of 
the real estate and construction industry, highlight-
ing the pressure to adapt existing business models 
and the opportunities for further development. Also, 
Sykes et. al. [35] emphasized the importance of digi-
tal spaces in interlanguage pragmatics, stressing the 
need for language learners to engage in digital com-
munities for success in a technology-saturated world. 

Furthermore, Bandaragoda et. al. [36] proposed 
an Artificial Intelligence-based commuter behavior 
profiling framework using the Internet of Things for 
real-time decision-making, aiming to optimize opera-
tions through the analysis of commuter behavioral 
patterns. 

Visconti et. al.  [37] delved into healthcare digita-
lization and pay-for-performance incentives in smart 
hospital project financing, investigating the impact of 
digital health on project financing and supply chain 
bottlenecks. Shoesmith et. al., [38] investigated the 
impact of interactions between humans and animals 
on mental and physical health during the COVID-19 
lockdown period in the United Kingdom, emphasiz-
ing the value of such partnerships during difficult 
times.

Evolving digital landscape
Chandra et. al.  [39] theorized the role of human-

like competencies in conversational AI agents, focus-
ing on user engagement and the mediating role of 
user trust in these relationships. Touriano et. al., [40] 
investigated the effects of technological advances on 
talent management operations, particularly the in-
stallation of a human resource management system 
to improve efficiency and effectiveness. Lastly, Gao 
et. al., [41] investigated the visual impact of charac-

ter components in digital human guides for tourism, 
using eye-tracking technology to see how different 
elements influence user focus and interaction. The 
findings of this research highlight the relevance of 
technology in altering human relationships and cor-
porate demands, underlining the necessity to lever-
age patterns and innovative techniques to adapt to 
the changing digital landscape.

Contributions and Novelty
We investigate how technology influences busi-

ness needs and human interaction by analyzing do-
main-specific organizational patterns as potential 
solutions for both industries and academia. To ad-
dress the challenges identified in our study regard-
ing technology’s effects on human interactions, we 
developed a new framework. This framework high-
lights the similarities among various patterns and 
their implications for effective communication and 
collaboration. Our research not only uncovers exist-
ing gaps in current technological processes but also 
offers actionable recommendations for organizations 
to better identify their business needs and adapt to 
evolving demands. The main contributions include:

1. Developed a framework to identify the impact 
of technology on human interaction

2. Composing patterns as pattern language for 
solving recurring problems

3. Provide solutions to mapping technology to 
business via organizational patterns

4. Adopted design patterns and connected them 
with organizational patterns to identify busi-
ness needs

5. Analyzed the association between design and 
organizational patterns

6. Identify business needs through technology 
and human interaction. 

Materials and Methods
The proposed research method offers a structured 

framework for examining the intersection of soft-
ware engineering patterns, human interaction, and 
the metaverse. A mixed-methods approach will be 
used to analyze the impact of software patterns and 
AI avatars on communication between technical and 
business teams.

The study will conduct a comprehensive literature 
review to identify key themes, challenges, and solu-
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tions in communication frameworks, particularly in 
the context of the metaverse. Sources will include 
peer-reviewed articles, industry reports, and case 
studies. By analyzing the literature and offering ac-
tionable insights, the study aims to improve commu-
nication, enhance project outcomes, and better align 
technical solutions with business objectives in soft-
ware engineering, artificial intelligence, and meta-
verse environments.

Selection Criteria
The selected literature focuses on communica-

tion approaches, software engineering patterns, and 
human-computer interaction. Industries such as au-
tomotive, telecommunications, psychology, develop-
ment technology, and healthcare significantly impact 
our daily lives. We prioritized peer-reviewed studies 
and ongoing research that explore the psychological 
challenges of balancing human needs with technol-
ogy. These studies often reveal that people’s relation-
ships with computers are complex and sometimes 
unclear. Additionally, there are negative effects on 
concentration and attention during interactions.

Foundational papers are based on software pat-
terns that provide a basis for present and future de-
sign concepts. The collected case studies provided us 
with some practical, human-centered applications. 
By providing information on emerging technologies 
such as virtual interfaces, artificial intelligence (AI), 
and holograms. We investigate the evolving interplay 
between humans and robots, providing new insights 
into how to improve team alignment and communi-
cation in technologically advanced situations.

Keywords
To properly construct the search procedure, we 

used the following keywords and terms:
1. Applying organizational patterns in human in-

teraction to identify business needs 
2. Human-computer interaction and innovative 

AI avatars
3. Communication Frameworks and Human Psy-

chological Effects
4. Health and communication issues in software 

engineering patterns.
5. Cross-functional alignment in sustaining atten-

tion throughout communication
6. Emerging collaborative technologies and cur-

rent trends in the automotive, healthcare, and 
IT sectors

Questions
1. How can software patterns improve communi-

cation between technical and business teams?
2. What development features support agile 

alignment with business goals?
3. How do communication frameworks affect ef-

ficiency and customer satisfaction?

Software Design Patterns Costs
Software design patterns affect the architecture 

of many software systems. This underscores the im-
portance of design patterns in developing software 
for electric vehicle charging management platforms 
and many industries in general [42, 43]. Similarly, im-
mersive visual scripting based on VR software design 
patterns is offered for experiential instruction, em-
phasizing the use of novel software design patterns 
to replicate behavioral tasks in VR experiences [43]. 
However, on the other side, we must address the con-
cept of resilience design patterns in extreme-scale 
high-performance computing systems, emphasiz-
ing the importance of established methodologies for 
detection, mitigation, and recovery. Focus on archi-
tecture anti-patterns that create considerable main-
tenance costs in large-scale software systems, em-
phasizing the importance of adhering to key design 
principles to avoid them [44].

Furthermore, investigating the energy cost of AI 
design patterns, illustrating the difference in energy 
consumption that may be achieved by selecting the 
appropriate design pattern for IoT applications and 
energy systems [45]. We should also examine how 
the Decorator pattern affects energy consumption, 
emphasizing the need to adjust software designs for 
greater efficiency. Software design patterns are es-
sential across various fields, such as electric vehicle 
charging management and VR software for high-per-
formance computing. These findings underscore the 
importance of choosing the right design patterns to 
optimize software systems and cut costs.

In this section, we’ll explore the factors that influ-
ence custom software development expenses. Precise 
cost assessment is challenging, as one decision can ei-
ther drive up costs or reduce them when approached 
thoughtfully. Careful cost monitoring is essential to 
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prevent budget overruns and ensure resources are 
allocated effectively shown on Figure 1. Our goal is 
to provide short guidance for making well-informed, 
strategic decisions.

We’ll also discuss significant unavoidable expen-
ditures (Figure 1), such as those associated with the 
technology stack, emphasizing the significance of rec-
ognizing and managing these expenses. Certain ex-
penditures are unavoidable, regardless of the size or 
type of the software product. These include charges 
for your tech stack, third-party services, and more, all 
of which have an impact on your total budget. We can 
look at these key cost issues more closely [46]:

1. Tech Stack Costs: certain expenditures cannot 
be avoided, regardless of the size or type of 
your software product. These include expenses 
associated with your chosen tech stack, third-
party services, and more, all of which can have 
a substantial impact on your entire budget

2. Back-end Development: Back-end develop-
ment can cost a lot of money, depending on 
how complicated your service or product is. Py-
thon coders in Eastern Europe typically charge 
around $40-$55 per hour. If we hunt for a more 
sophisticated language, like Java, the cost may 
increase to roughly $50-$65 per hour.

3. Front-end Development: JavaScript is still a 
popular front-end programming language in 
Eastern Europe, with hourly rates ranging from 
$35 to $50

4. Mobile app development: can be done using 
Swift for iOS (about $45-$55 per hour) or Kot-
lin for Android (around $40-$50 per hour).

Figure 1. Unavoidable Costs Accounting for the Price of 
Technology Stack. Source: [46]. 

Outsourcing a project to an Eastern European com-
pany can result in a total labor cost of approximately 

$80,000 (or less, depending on the type of develop-
ment) [48]. Outsourcing custom software develop-
ment appears to provide a significant cost advantage, 
even after accounting for project administration and 
other potential costs [46]. A junior Java programmer 
from a particular country will earn a different hourly 
rate than a senior programmer from another. For ex-
ample, a senior Java programmer in the UK earns an 
average of €35.06 per hour [46].

Results
The proposed framework combines design pat-

terns, such as Observer, Adapter, and Model-View-
Controller (MVC), with organizational patterns to 
enhance human interaction through technology and 
address business needs across software companies 
and industries [47, 48] . We also use patterns such as 
Community of Trust, Developer Control Process, and 
Engage Customers. This method allows us to identify 
and meet business requirements by mapping human 
interactions with technology. This methodical usage 
of patterns allows us to more effectively identify and 
handle company demands.

This shift has a subtle impact on users’ views of 
real-life interactions, occasionally heightening expec-
tations of speed and precision in human exchanges. 
However, as these technologies progress, they raise 
questions about privacy, ethical boundaries, and pos-
sible dependency. Finding a balance between innova-
tion and ethical controls will be critical to AI’s posi-
tion in human-centered situations.

The Conceptual Framework for Human Interaction 
(CFI), illustrated in Figure 2 outlines the arrangement 
of teams, businesses, and clients, providing solutions 
to various challenges. The figure demonstrates how 
Agile teams, Human-Computer Interaction (HCI), de-
sign principles, and organizational patterns influence 
human interaction and fulfill business needs. The 
flow from steps 1 to 12 clarifies how these compo-
nents facilitate meaningful human engagement and 
achieve corporate objectives through technologies 
like Virtual Reality (VR) and the metaverse.
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Figure 2. Co nceptual framework for human interaction (CFI). 
Source: author’s contribution.

The framework demonstrates how technology 
impacts business through improved human interac-
tion. The Observer design pattern enhances respon-
siveness to user inputs in real-time. The Adapter 
pattern allows for seamless integration of business 
components, while the MVC pattern increases trans-
parency by separating user interactions from back-
end code. By incorporating organizational patterns 
that strengthen relationships between Agile teams, 
customers, and software companies, the framework 
effectively identifies business needs and fosters col-
laboration. This integration of design patterns es-
tablishes a technological environment that supports 
human interaction. It enables users to engage with 
technology and emphasizes the importance of user 
involvement in software development, ultimately 
building trust and ensuring quality outcomes.

In response to recent technological advance-
ments, including AI avatars, the proposed Embedded 
Business and Safety Human-AI Interaction Pattern 
(EBSH-AI) as illustrated in the Figure 3 serves as a 
framework for software production. It combines de-
sign and organizational patterns to outline a process 
for identifying business needs while mapping the im-
pact of technology on human interaction. Businesses 
are increasingly challenged by growing technology 
demands, the need for skilled employees, and poten-
tial risks in software production.

The EBSH-AI framework integrates design pat-
terns such as the Observer, Adapter, and MVC. Where 
we connect the organizational patterns such as De-
veloper Control Process, Community of Trust, and 
Engage Customer [47, 48]. This combination pro-
vides flexible, adaptable guidelines that can antici-

pate requirements, analyze data in real-time, and 
enhance the efficiency of interactions with business 
demands and technological support. These patterns 
empower EBSH-AI to tackle recurring challenges and 
deliver long-term strategic solutions. The proposed 
EBSH-AI patterns, shown in Figure 2 and Figure 3, 
help identify business needs through human interac-
tion and AI avatars while enhancing safety measures. 
This approach assembles organizational and design 
patterns to create a cohesive framework.patterns to create a cohesive framework.

Figure 3. Emb edded Business and Safety Human-AI Interaction 
Pattern (EBSH-AI) as Framework for software development, as 

well as organizational and design patterns. Source: author’s 
contribution. 

Connecting the presented approach and the im-
plementations themselves, we can present them in 
the following way [51, 52]:

1. Software Company: A software company 
aims to develop products based on customer 
requirements and preferences. It connects 
the software development team with custom-
ers, users, and stakeholders to identify busi-
ness needs in response to rapid technological 
growth.

2. Software Development Team: The software 
development team is crucial in defining busi-
ness requirements and bridging the gap be-
tween business and technical domains. They 
utilize design and organizational patterns to 
make the most of company resources and im-
prove business connections.

3. Design Patterns: Our approach incorporates 
design patterns that serve as reusable solu-
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tions for common software design challenges. 
These patterns simplify technical processes, 
making the code more flexible and maintain-
able for long-term support and enhancement.

4. Observer Pattern: In our context, the Ob-
server pattern is used when a subject needs 
to notify multiple observers about changes 
in its state. When users interact with the sys-
tem and perform actions, any change triggers 
updates to the observers, keeping them in-
formed of the new state.

5. MVC Pattern: The Model-View-Controller 
(MVC) design pattern simplifies business 
and application logic. It manages data and 
user views effectively, providing an organized 
interface for user interactions. This allows 
businesses to receive feedback from user 
engagement while supporting developers in 
maintaining logical flow within the software 
product.

6. Adapter Pattern: The adapter pattern in our 
framework demonstrates how technology in-
fluences human contact and addresses busi-
ness demands more comprehensively.

7. Software Organizational Patterns: Utiliz-
ing organizational patterns helps align the 
software company with the business and con-
nect customers with the Agile team. These 
patterns facilitate efficient and safe collabora-
tion, bridging the gap between business and 
software companies to easily identify and ad-
dress challenges.

8. Engage Customer: We employed this orga-
nizational pattern to enhance customer par-
ticipation and involvement. This fosters a col-
laborative working environment between the 
software development team and customers. 
Effective communication between the agile 
team and customers is essential to achiev-
ing the project’s common goals. Both parties 
are encouraged to work together, allowing 
customers to design, select features, test the 
product, and actively participate in the devel-
opment process.

9. Community of Trust: Building a strong re-
lationship between the software company 
and the business requires trust, respect, and 
mutual understanding. A Community of Trust 

is vital for sharing knowledge between part-
ners. This pattern creates an environment of 
mutual respect and transparency, empower-
ing team members to collaborate openly and 
share responsibility for project outcomes.

10. Developer Control Process: It is important 
to give technical staff, particularly the agile 
team, the freedom to use resources effectively. 
The Developer Control Process pattern allows 
developers to understand their roles and take 
ownership of their work. This freedom fos-
ters accountability and innovation within the 
team, improving product quality and stream-
lining processes for better results.

11. Business: Effective communication between 
the software company and the business is es-
sential to identifying business needs. It helps 
meet customer expectations and supports 
human interaction with technology, contrib-
uting to global business growth.

12. Users: Users are key stakeholders in the 
software product. They help improve system 
performance, provide feedback for further 
enhancements, and share business require-
ments.
12.1. AI Avatars and Chat Bots: AI avatars 
and chatbots enhance user engagement by 
providing personalized interactions and in-
stant responses. These technologies simulate 
human-like conversations, improving cus-
tomer support and user experience.
12.2. Enhanced Human Interaction De-
vices: Immersive devices like virtual reality 
(VR) and the metaverse create enriched envi-
ronments for social interaction. They enable 
users to connect and collaborate in innovative 
ways.

13. Test User Interface: Evaluate the user in-
terface design and services. Ensure it works 
based on user preferences, is responsive, and 
meets both user expectations and company 
standards.

14. Using Technology: Recent technological ad-
vancements have transformed business op-
erations. They have significantly enhanced in-
dustries and academia while providing users 
with better support to work efficiently. Users, 
businesses, and software companies need to 
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stay updated with technology to prevent se-
curity breaches.

15. Brainstorming Ideas: We focus on creating 
a collaborative environment among teams, 
industries, and customers. This encourages 
knowledge sharing, idea generation, and open 
discussions with all stakeholders.

16. Gather Feedback: Gathering feedback is cru-
cial for improving processes and software 
products. It enhances collaboration between 
teams and customers and helps identify gaps 
between businesses and software companies.

17. Role Play Scenarios: Role play allows in-
dividuals to engage with different roles and 
characters. This opportunity helps them learn 
and explore interactions effectively in the 
workplace.

Listing 1: The MVC design pattern describes user interaction by 
notifying several classes about customer service, user 

engagement, and other events. Source: author’s contribution.

The Observer design pattern used in our approach 
defines a user interaction class that notifies multiple 
observer classes. These observers include analytics, 
customer service, user interaction, query response, 
and marketing. This architecture enables them to ef-
fectively react to user interactions with the system.

Listing 2: the Adapter pattern shows the analytic and processing 
data, the algorithm shows the legacy and analytic system data 

process. Source: author’s contribution.

The following code presents the algorithm for the 
Adapter design pattern in Listing 2. This listing dem-
onstrates how modern analytics for data processing 
can adapt legacy system data through compatibility 
with the adapter class, as illustrated in the Figure 
3. To provide more clarity, we can use the following 
definition of the pattern groups: the Design Patterns 
section (view), which includes Observer, MVC, and 
Adapter. The pseudocode shows that implementing 
the adapter pattern allows the current interface to be 
used alongside an existing interface. It explains how 
the modern analytics system processes data while 
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the legacy system’s data is made compatible through 
the adapter class.

Listing 3: Implementing MVC design pattern, Source: author’s 
contribution.

The following pseudo-code explains the MVC 
design pattern. In this pattern, the user interaction 
class acts as the model, managing the user data for 
processing. The AnalyticsView class is responsible 
for displaying the gathered data. Meanwhile, the User 
Interaction Controller facilitates the interaction be-
tween the model and the view, ensuring the relevant 
data is displayed correctly.

Limitations of the Study
Using organizational patterns to address general 

business problems can limit the effectiveness of our 
proposed framework. Therefore, we identified differ-
ent working environments tailored to business needs 
while engaging customers in the development pro-
cess. We provided agile teams with access to resourc-
es and developed solutions for specific recognition 
problems through our framework, which combines 
design and organizational patterns.

Our research indicates that the specific organiza-
tional approach we investigated may limit the gener-
alization of findings across various business settings. 
Additionally, the rapid pace of technological change 
can render some patterns irrelevant or require them 
to be adapted as businesses grow and evolve. This 
variability can affect the study’s applicability in dif-
ferent technological environments. Nevertheless, our 
approach connects business with technology and en-
hances human interaction through the application of 
patterns. However, the effectiveness of this approach 
may vary based on individual business culture and 
levels of engagement.

Patterns are established solutions to the recurring 
challenges in managing people, code, and business 
processes. Without knowledge of these patterns, in-
dividuals unfamiliar with them may struggle to im-
plement solutions effectively. This study faces limita-
tions due to a lack of sufficient research on the impact 
of software patterns, design patterns, organizational 
patterns, and AI avatars on communication between 
technical and business personnel. There is also lim-
ited research on how to combine design and organi-
zational patterns to create effective solutions.

Additionally, the rapid advancement of technology 
means that much previous research may be outdated. 
Differences between industry and academic contexts 
can limit the generalizability of our results. Challeng-
es in participant recruitment may also restrict the di-
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versity of perspectives. Relying on self-reported data, 
exploring unknown domains, and the lack of knowl-
edge may introduce bias. Furthermore, the limited 
number of case studies may not fully represent the 
core ideas of software products, their implementa-
tion, and outcomes, which can differ significantly.

Discussion
Organizational success is strongly reliant on ef-

ficient communication frameworks and the integra-
tion of quickly changing technologies. The value of 
software in these industries cannot be emphasized, 
as it allows for more efficient operations, improves 
data management, and aids decision-making pro-
cesses. Teams can increase interactions and collabo-
ration across technical and business groups by using 
software engineering patterns, design patterns, and 
organizational patterns. This method helps projects 
meet deadlines and fosters a collaborative agile cul-
ture focused on attaining common goals.

Despite these attempts, misconceptions can result 
from the usage of specialist technical jargon. This is-
sue emphasizes the need for a more accessible com-
mon language to bridge the communication barriers 
between people, technology, and business. Visual 
aids, virtual technology, and creative tools such as 
holograms can all be incredibly useful for simplify-
ing complex concepts and encouraging real-time 
engagement. To successfully employ these strate-
gies, firms must embrace a mindset that values on-
going feedback and iterative procedures. Moving for-
ward, research should look into how communication 
mechanisms evolve and the long-term effects of these 
frameworks on team dynamics and adaptability in 
different contexts.

According to the research conducted, we were 
able to obtain the following information regarding 
the previously asked questions:

RQ 1:
The findings indicate that applying software pat-

terns enhances communication between technical 
and business teams. These patterns provide struc-
tured frameworks that clarify roles, responsibilities, 
and processes. For example, patterns like Community 
of Trust and Engage Customer to improve informa-
tion flow and reduce misunderstandings, ensuring all 
stakeholders stay updated in real-time. They bridge 
the gap between technical jargon and business objec-

tives by promoting a shared vocabulary.
Additionally, visual representation tools linked to 

these patterns help clarify complex ideas and foster 
collaboration. Overall, using software patterns leads 
to better alignment, increased efficiency, and a more 
collaborative work environment.

RQ 2:
Our investigation revealed that agile alignment 

with business goals relies on iterative development 
cycles and collaboration tools for real-time commu-
nication. We found that incorporating AI and virtual 
reality (VR) enhances user engagement and provides 
deeper insight into user behavior. Prioritizing user 
stories and performance metrics helps teams deliver 
value and adapt to changing needs.

RQ 3:
Our investigation revealed that effective commu-

nication frameworks boost efficiency and customer 
satisfaction. Through our approach(s) and work on 
the code, we gained interesting insights into the in-
teraction between human-computer interfaces and 
users. These insights highlighted clear reasons for 
change, enabling quick responses to customer needs 
and fostering stronger engagement. 

We believe that future research in this area will 
focus on improving human-computer interaction 
through sophisticated AI and immersive technolo-
gies, resulting in more intuitive and seamless com-
munication frameworks that bridge the gap between 
users and devices.

Open Questions
As a guiding idea for future research, we can pro-

vide three straightforward open questions for future 
research, which we believe have not yet been ade-
quately investigated:

1. How will AI avatars affect communication 
skills and human-computer interaction among 
young users?

2. What ethical frameworks ensure privacy in AI 
interactions?

3. How software design patterns and organiza-
tional patterns compositions can improve qual-
ity in human interaction with business needs?

4. How can we design future AI avatars to en-
hance user experience without dependency?
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We discovered that software patterns promote 
collaboration among technical and business teams. 
AI avatars can help to bridge communication barri-
ers and improve user experiences. However, we must 
create ethical frameworks to protect privacy and au-
thenticity in AI interactions, while also conserving 
real-life social skills and avoiding over-reliance on 
technology. The future working hypothesis and dis-
cussion box serve as a conceptual framework or fo-
rum for ongoing dialogue. As a study on the impact 
of AI avatars on communication and social behavior, 
particularly among younger users. This entails a pro-
active approach to hypothesize possible outcomes 
and sparking discussions.

Conclusion
This study emphasizes the importance of software 

engineering patterns in improving communication 
between technical and business teams, especially in 
high-impact areas. Organizations may improve co-
operation, streamline interactions, and better match 
their goals with business demands by merging design 
and organizational patterns. The presented frame-
works address common difficulties in the literature, 
resulting in better project outcomes and higher cus-
tomer satisfaction.

As AI avatars become more prevalent in digital 
interactions, particularly in immersive environments 
such as the Metaverse, an emphasis on safety and 
ethical norms is critical. This study integrates tech-
nology, ethics, and human psychology, implying that 
well-designed AI interfaces can improve user experi-
ences while preserving real-world social skills. Fur-
thermore, our research shows that software patterns 
can bridge communication gaps, although the ethical 
implications of AI interactions remain a major con-
cern. 

Future research should look into the psychologi-
cal and social effects of AI technologies on younger 
generations, including empathy and social conduct, 
as well as the ethical frameworks required to main-
tain privacy and authenticity in these interactions. 
Addressing these issues will pave the path for more 
inclusive, human-centered AI development across 
multiple industries. Future research may look into 
the changing impact of AI avatars on user experienc-
es, social dynamics, and the effects of technology on 
human behavior in everyday interactions. Further-

more, research might examine how these tools affect 
ethical decision-making and personal interactions in 
increasingly digital worlds.
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Abstract: IoMT systems are one of the most important segments of the future global IoT concept, which includes complete 
networking and data exchange related to all aspects of human life and activity. As a physical layer of these systems, WBAN is 
used as a network of wireless sensor nodes placed on certain parts of the human body with the aim of collecting data that is 
relevant for monitoring the health status of the monitored patient. Data transmission in networks of this type is specific in many 
respects compared to classic WSN networks, so even when solving problems typical for wireless sensor networks, such as data 
routing, it is necessary to apply specific solutions. Energy consumption of sensor nodes is one of the basic goals that are set by 
designers of wireless sensor networks. Short-range technologies implemented on networks that cover smaller areas of the terrain 
have additional specificities that require special attention. In this paper, the influence of different criteria on problem analysis is 
observed, as well as the application of several methods characteristic for optimization through linear programming. We propose an 
original algorithm for routing data through the network called LOBAN, which takes into account two criteria when choosing a relay 
node, the importance of which is emphasized through different combinations of coefficients in linear programming. The goal of the 
algorithm is to optimize energy consumption in the network and extend its lifetime.

Keywords: Data Routing, Linear Programming, LOBAN, WBAN

Introduction
Wireless sensor networks WSN (Wireless Sensor 

Networks) represent one of the technologies that 
dominantly influence the further development of the 
information society. The integration of sensor devices 
with computer systems and their interconnection en-
able unrestricted access to all data in real time and 
timely delivery of the necessary information to the 
place where it is processed. A special type of wireless 
sensor networks is represented by WBAN (Wireless 
Body Area Network). WBAN represents wirelessly 
networked sensors that are installed in certain po-
sitions of the patient’s body. These sensors measure 
specific data that are of interest for health monitor-
ing, such as blood pressure, pulse, body temperature, 
glucose, pH value, body weight, etc. The network con-
sists of relatively cheap, very small and lightweight 
wireless sensors. Sensors can be worn (in the pa-
tient’s clothing or appropriate pouches) or implanted 
inside the body [1]. Their role is to deliver the specific 
readings they perform in real time or periodically to 

the patient himself, his doctor or other persons who 
monitor the patient’s state of health.

Connecting sensors on the human body, especially 
sensors that are embedded inside the body, via wires 
is not a reasonable option. Therefore, wireless con-
nectivity has no alternative [2].

As with other types of wireless sensor networks, 
the critical parameter here is the lifetime of the net-
work. Failure of individual sensors in the network 
rarely occurs due to failure, as these are very reliable 
devices, especially when specialized sensors are used 
to measure certain parameters of the patient’s health 
condition. Compared to classic WSN, the time until 
the failure of the first sensor node in the network is 
the most important, since each of the sensors reads a 
different health parameter.

Communication between sensors consumes the 
largest part of energy, far more than the actual read-
ing performed by the sensor [3]. Therefore, it is nec-
essary to save energy primarily in the phases of data 
exchange between sensors. The conventional model 
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of data transmission in a sensor network implies a di-
rect connection of each sensor to a base station. The 
energy consumed by each sensor, when sending data 
to the base station, increases with the square of the 
distance from the base station. Relay data transmis-
sion in order to save sensor energy is one of the pos-
sibilities that can contribute to saving energy in the 
network. The role of a relay is played by sensor nodes 
that transmit messages from other nodes to their des-
tination. Using a relay reduces the distance between 
the transmitter and the receiver in the network, thus 
saving energy. Relay transmission is carried out on an 
ad-hoc basis, so at each step in the transmission of 
the message to the destination, it is necessary to se-
lect the next node in the sequence. 

Various approaches to reducing energy consump-
tion in the network have been proposed in the litera-
ture. Some of them are based on linear programming. 
In this paper, we propose a variant of the problem 
solution that takes into account two criteria, giving 
them different importance depending on the situa-
tion [4].

Related works
A large number of algorithms for data routing in 

WBAN networks have been proposed in the litera-
ture. The solutions are based on different principles: 
direct transmission, ad-hoc networks, clustering, etc 
[5-8]. In this paper, we will propose an original solu-
tion based on relay transmission and compare it with 
two older algorithms:

The M-ATTEMPT algorithm belongs to the group 
of routing algorithms that are determined based on 
the temperature of nodes as a result of heating caused 
by sensor activity [9]. It works in parallel in single-
hop (for urgent messages) and multi-hop (for normal 
messages) mode. This routing protocol supports mo-
bility of the human body with energy management. 
The protocol is thermal-aware which senses the link 
Hot-spot and routes the data away from these links. 
After selection of routes sink node creates TDMA 
schedule for communication between sink node and 
root nodes for normal data delivery using multihop 
communication.

The SIMPLE algorithm is a multi-hop relay algo-
rithm [10]. Messages are forwarded to the sink via a 
single relay node. The main part of the algorithm is 
the selection of the relay node, where a new selection 

is made in each round. The sink has knowledge of the 
residual energy, distance, and ID of each node in the 
network. A cost function is calculated for each node, 
and the obtained result is forwarded to all nodes so 
that they can make a decision on whether to accept 
the role of a relay node or not. The cost function is 
calculated by the expression:

 (1)

Where d(i) is the distance from node i to the 
sink and R.E(i) is the remaining energy in node i af-
ter the energy consumed by the node in that round 
is subtracted from the energy of the node at the be-
ginning of the round. The node with the lowest cost 
function is chosen as the relay (forwarder) node in a 
given round. This node aggregates data from all other 
nodes and forwards them to the sink. The two nodes 
that are closest to the sink do not participate in for-
warding data from other nodes and send their data 
directly to the sink.

Data routing in WBAN is specific in relation to oth-
er WSNs in several important points [11]:

• The dimension of the network is very small re-
lated to the size of the body on which it is lo-
cated

• The number of sensor nodes in the network is 
not too large

• The distance between sensors in the network 
is relatively small

• Sensors are required to be extremely precise 
and reliable 

• The size of the sensors should be as small as 
possible so that their dimensions do not repre-
sent an additional burden for the patient.

• The entire network moves through the space 
together with the patient’s body

• The mutual position of the sensors in the net-
work changes according to the position of the 
patient’s body

• It is necessary to detect all events that may af-
fect the state of individual sensors and the net-
work as a whole

• A high level of data protection is required due 
to the confidentiality of information about the 
patient’s health status

• Accuracy of transmitted information is ex-
tremely important. Loss of data or wrongly 
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provided information can be fatal to the life of 
the patient

• Sensors on the human body have different pur-
poses, ie. they do not read the same sizes, so 
the failure of one of the sensors cannot be re-
placed by the others

WBAN network
WBAN is a system of wirelessly connected sen-

sor nodes that are placed on specific, characteristic 
points of the human body with the task of reading 
various physiological attributes of the patient in real 
time [11]. The given data must be wirelessly trans-
mitted in some way to the processing center locat-
ed at a location far from the local WBAN network. 
WBAN communicates with a remote location usually 
through one node that has the role of a base station 
(sink) and acquires data from all other nodes of the 
associated network. The sink is a node that has no a 
problem with energy consumption, since it is an eas-
ily accessible device that, as such, can easily replace 
the power source or top it up. This is very important 
since it is the node that suffers the highest energy 
consumption as it communicates with the environ-
ment by transferring all the data from the network. 
However, other nodes are powered autonomously 
and are often implanted under the surface of the 
body, so replacing the batteries or topping them up 
requires surgery, which significantly complicates the 
whole process. Therefore, it is necessary to find a way 
to somehow minimize the energy consumed by these 

devices during their work, especially when commu-
nicating (since the consumption is much higher there 
compared to the reading of phenomena and data pro-
cessing) with the environment. The only way to do 
this is to apply appropriate protocols for routing data 
in the network, which aim to optimize energy con-
sumption and increase the lifetime of the network.

Sensors are placed on the patient’s clothing, on 
the surface of the body or implanted inside the body. 
The arrangement of the nodes depends on the pa-
rameters to be read. An example of a network with 8 
nodes is shown in Figure 1.

Sensor types and their coordinates are shown in 
Table 1:

Table 1. The positions of nodes from the figure 1.

The node 
number

Sensor type X(m) Y(m)

1 EEG 0.35 1.65
2 T 0.15 0.95
3 SM 0.6 0.95
4 MD 0.2 0.2
5 IMU 0.5 0.2
6 EMG 0.22 0.47
7 LS 0.3 1.17
8 GS 0.2 0.85

SINK SINK 0.35 1.1

Where sensors are as follows:
• EEG: Electroencephalography
• T: Temperature
• SM: Sweat Monitor
• MD: Motion Detector
• IMU: Inertial measurement unit
• EMG: Electromyography
• LS: Lung Sounds
• GS: Glucose Sensor

Linear programming optimization in WBAN
Linear Programming is a technique used for opti-

mizing a particular scenario in order to get optimal 
results. It deals with finding efficient solutions with 
linear equalities and inequalities. 

The objective function in linear programming is 
generally given in the following form: 

 (2)
Figure 1. WBAN network, arrangement of nodes on the body 

used for simulation
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In practice, a linear combination of normalized 
objective functions is often used in order to avoid in-
consistencies caused by different quantities taken as 
optimization criteria, i.e. problem solved:

  (3)

Where: , the weight coefficient of the kth criterion,  
is the normalized kth objective function . In this way, 
linear objective functions whose sum of coefficients 
with variables  is equal to 1 are obtained.

According to the given energy models and its pos-
sibilities, but also the limitations of linear program-
ming and the specificities of WBAN networks, it is 
shown that there are a large number of scenarios 
where linear programming gives good results in opti-
mizing energy consumption when routing data to the 
destination.

By transmitting the collected data about the pa-
tient’s state of health through the WBAN network, 
i.e. sensors placed on the patient’s body at each step, 
when selecting the relay node at which a specific hop 
ends, a normalized cost function is calculated accord-
ing to the previous expression.

LOBAN (Linear Optimization Body Area 
Network)
The WBAN network we propose in this paper is 

specific because each of the sensors has a different 
task. By switching off any of the sensors, its function 
is interrupted, since the neighboring sensors cannot 
take over its role. Therefore, network lifetime can be 
defined as the time that has passed from network 
starting to shutdown of the first sensor, although the 
network may remain partially functional thereafter. In 
order to achieve the best possible result, we propose 
a data routing algorithm that aims at balanced energy 
consumption in the network. Some other algorithms 
achieve better results with a differently defined lifes-
pan, e.g. in case the network is considered functional 
while a certain percentage of the sensor is active.

Therefore, in this paper we propose an algorithm 
that finds the optimal routing path for WBAN. Each 
of the sensors should deliver the collected data to the 
sink periodically. The path along which the data is 
transmitted is selected in each round, in accordance 
with the set optimization criteria. The path selection 
is reduced to the selection of the next node through 
which the data will be forwarded to the sink, ie. the 

paths consist of only two hops. Candidates for the 
next node in the path are all active nodes in the net-
work. In order to achieve the desired goal, it is neces-
sary to take into account two parameters:

The remaining energy of the candidate for the 
next node. It is advisable to choose a sensor that is in 
good energy condition for the next node. If the path 
were established through a node whose energy is 
already quite depleted, it could be switched off and 
thus interrupt the life of the network.

Distance of the candidate for the next node 
from the sink. The energy consumption of the trans-
mitter increases with the square of the distance to 
the destination. This means that a candidate who has 
more remaining energy and is farther from the sink 
could consume his energy faster by forwarding the 
message in another hop.

However, unlike the SIMPLE algorithm in the pro-
posed algorithm, we use linear programming so that 
we adjust the influence of the proposed parameters 
with weight coefficients.

The following expression is used as a normalized 
cost function:

 (4)

With a constraints: 
Where the normalization parameters are:

 (5)

  (6)

For the relay node, the one with the smallest cost 
function is chosen.

Simulation results
The authors tested the proposed algorithm in the 

MATLAB environment, using the coordinates listed in 
Table 1, and made a comparison with the results ob-
tained for the M-ATTEMPT and SIMPLE algorithms. 

Two cases with different combinations of param-
eters and measured values   were tested:

• Number of dead nodes
• Remaining energy in the network.

I Scenario: w1=0.8, w2=0.2
Based on the performed simulation, we obtained 

graphics:
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Figure 2: Number of dead nodes w1=0.8, w2=0.2
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Figure 3: Residual energy w1=0.8, w2=0.2

II Scenario: w1=0.8, w2=0.2

Figure 5: Residual energy w1=0.2, w2=0.8

Analysis of results
The results of the simulations show significantly 

better results of the proposed LOBAN algorithm in 
the second scenario, where we emphasized the im-
portance of residual energy in relation to the distance 
between the node and the sink. 

In the scenario I, SIMPLE gives the best results. 
The stability period is the longest, and that is the 
most important thing for WBAN networks.

In scenario II, LOBAN is far better than SIMPLE 
and especially ATTEMPT. 

For LOBAN, the first node shuts down around the 
6200th round, while for SIMPLE it shuts down around 
5000, and for ATTEMPT already around 2000. Con-
firmation of the advantages of the LOBAN algorithm 
in this scenario can also be seen in Figure 5, where 
we track the change in the residual energy in the net-
work by rounds.

Conclusions
WBAN networks are one of the most promising 

applications of short-range WSN networks and one 
of the most important aspects of future global IoT 
networking. Health is the most important resource of 
humanity and deserves worthy attention. Application 
of modern technology in preserving health is particu-
larly important.

WBAN networks consist of sensors that have their 
own autonomous power supply. Batteries are not 
easy to replace, especially if the sensors are implant-
ed inside the patient’s body. Most of the energy is 
spent when sending messages to the sink. Therefore, 
it is necessary to find such routing protocols that will 

Figure 4: Number of dead nodes w1=0.2, w2=0.8
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reduce this consumption to the smallest extent and 
thus make the stability period of the network as large 
as possible.

WBAN networks, unlike some other WSNs, can be 
considered fully functional only as long as all nodes 
are active. That is why the time until the first node 
shuts down needs to be extended as much as possible.

In this paper, we proposed the LOBAN algorithm, 
which showed very good results in accordance with 
the set goal. This especially applies to the scenario 
where we gave importance to the residual energy in 
relation to the distance between the nodes. The simu-
lations showed advantages compared to the classical 
SIMPLE and M-ATTEMPT protocols.

In their further work, the authors will try to im-
prove the obtained results by introducing additional 
parameters into the linear function.
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Abstract: This paper demonstrates how to abstract a version of the Catalan Triangle necessary to compute the rank value from a 
given Catalan Cipher Vector, which is a process called ranking, and the process of obtaining a Catalan Cipher Vector from a given 
rank value, which is a process called unranking. That version of the Catalan Triangle is called the Bottom Ones Catalan Triangle and 
is not required to be computed in its entirety for the purpose of ranking and unranking, but only elements of it that are required for 
the current computation. A formula is derived to compute each element of this triangle and it is demonstrated how the processes 
of both ranking and unranking are fully linear.

Keywords: Bottom Ones Catalan Triangle, abstraction, ranking, unranking, Catalan Cipher Vector

Introduction
The Catalan Triangle is a number triangle which 

is commonly used when dealing with problems relat-
ed to combinatorics, in particular the ones involving 
counting. It is closely related to the Catalan Numbers 
[1], since, by default, their sequence is found follow-
ing the first (i.e., longest) and second diagonal of this 
triangle. Other diagonals of the Catalan Triangle also 
produce integer sequences of their own [2, 3, 4, 5, 6, 
7]. The M-th Catalan Number is computed as

(1)

Besides the version of the Catalan Triangle which 
is considered the default one [8], other versions of it 
also exist (e.g., [9, 10, 11] etc). One of the features of 
every Catalan Triangle is the existence of a sequence 
of elements all having the value of 1, i.e., the all 1’s 
sequence [12], alongside the triangle’s row, column 
or diagonal, depending on the version of the triangle. 
Thus, both the all 1’s sequence and the Catalan Num-
bers sequence are found in every Catalan Triangle. 
Each of them can be placed horizontally, vertically or 
diagonally, depending on the version of the Catalan 

Triangle being used. Notably, the all 1’s sequence and 
the Catalan Numbers sequence are always placed at 
extremes of the Catalan Triangle, i.e., at the longest di-
agonal, the leftmost column and/or the bottom row.

Of interest for this paper is a version of the Catalan 
Triangle where the longest diagonal is removed, thus 
leaving only one sequence of the Catalan Numbers in-
stead of two. Three variations of such a triangle can 
be found: a) where the all 1’s sequence is located at 
the leftmost column in the triangle [13, 14]; b) where 
the all 1’s sequence is located at the longest diagonal 
of the triangle [15, 16]; and c) where the all 1’s se-
quence is located at the bottom row of the triangle 
[17]. All of these variations are shown in Figure 1.

1
1 2
1 3 5
1 4 9 14

1
2 1
5 4 1

14 14 6 1

14
9 5
4 3 2
1 1 1 1

a) b) c)

Figure 1. Three variations of the Catalan Triangle 
with the first diagonal removed.
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The version of the Catalan Triangle with the first 
diagonal removed is useful for the purposes of rank-
ing and unranking various enumerations of combi-
natorial data structures. Of interest for this paper is 
the ranking of binary trees enumerated by Catalan 
Cipher Vectors [17]. Catalan combinations [13] and 
Codewords [18, 19] can also be used as enumera-
tions, as it is possible to directly transform them into 
Catalan Cipher Vectors and vice versa, as well as each 
other [17].

The process of obtaining the rank from a given Cat-
alan Cipher Vector, i.e., CCV, is called ranking, whereas 
the process of obtaining the CCV from a given rank is 
called unranking. Technically, ranking can be defined 
as a function by which a number (i.e., integer) is ob-
tained from a vector, and the unranking process is the 
reverse process. A requirement for both the ranking 
and unranking processes, i.e., algorithms, of CCVs is 
that a certain version of the Catalan Triangle – specifi-
cally the one displayed in Fig. 1c – be available. This 
version will be called the Bottom Ones Catalan Tri-
angle or BOCT in this paper. The general algorithm 
for obtaining the BOCT, as well as the BOCT itself, 
have quadratic time and space complexity, respec-
tively [17]. 

However, the entire BOCT is not required in order 
to obtain the rank of a CCV, but only elements of it 
which are linearly dependent on the CCV for which 
the rank is computed. The same is true for the un-
ranking process as well: only the values of the BOCT 
that are necessary to generate the CCV from a given 
rank are needed to be used, depending on the rank 
value that needs to be unranked. Therefore, the en-
tire BOCT would be abstracted if it were possible to 
compute only the values of the required elements of 
the BOCT as they become needed. The purpose of this 
paper is to demonstrate such an approach.

The side of the Catalan Triangle which contains 
the all 1’s sequence will be referred to as the Edge of 
the Catalan Triangle, and the side that contains the 
Catalan Numbers sequence will be referred to as the 
Diagonal of the Catalan Triangle. This will pertain to 
both the default Catalan Triangle and the BOCT.

Converting the Default Catalan Triangle into 
the Bottom Ones Catalan Triangle
Figure 2 shows the default Catalan Triangle and 

the BOCT compared to each other, both with the size 

N=4. The row and column indices for the default Cat-
alan Triangle and the BOCT are stated as (n, k) and (r, 
c), respectively.

n\k 0 1 2 3 4
0 1
1 1 1
2 1 2 2
3 1 3 5 5
4 1 4 9 14 14

r\c 0 1 2 3
0 14
1 9 5
2 4 3 2
3 1 1 1 1

Figure 2. The default Catalan Triangle and the BOCT with N=4.

Equation (2) shows the formula for calculating the 
value of the element with indices (n, k) in the default 
Catalan Triangle [20]:

(2)

The BOCT is obtained from the default Catalan Tri-
angle by: 1) omitting the longest diagonal from it; 2) 
transposing it; and 3) inverting it alongside the hori-
zontal. Following are insights in order to be able to 
perform such a conversion.

In the default Catalan Triangle, on the row with in-
dex n=0 there is just one element, which is a part of 
the longest diagonal. Thus, if the starting rows index 
in the default Catalan Triangle is set to be 1, this will 
have the effect of removing the longest diagonal from 
the default Catalan Triangle. This is the transform 
that is required to be applied as far as the rows are 
concerned.

If the starting index of the columns in the default 
Catalan Triangle is taken to be 1, this has the effect 
of accessing elements in the subsequent (i.e., „to the 
right“) column to the one of interest, when using (2). 
One of the features of the default Catalan Triangle is 
that each internal element (i.e., element not on the 
Edge or the Diagonal) is a sum of the element to the 
left of it and above it. In other words, C(n, k) = C(n, 
k-1) + C(n-1, k). Placing k+1 instead of k results in C(n, 
k+1) = C(n, k) + C(n-1, k+1), or, stated differently, 

(3)

However, if k starts from 1 instead of 0, then k+1 
becomes k in the right-hand side of (3). So, if the k+1 
on the right-hand side of (3) is replaced with k, it will 
be a valid substitution, provided that 1 is used for the 
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starting index for the columns of the default Catalan 
Triangle instead of 0.

Restating (3) by replacing k+1 with k, implement-
ing (2) into it and using the factorial representation of 
the combination term produces

(4)

Thus, it is possible to compute the value of an ele-
ment in the Catalan Triangle using the values of the 
elements in the adjacent column. So, if the starting 
column of the default Catalan Triangle is 1 instead of 
0, (4) should be used instead of (2) to compute the 
value of each element of the triangle. This is the trans-
form that is required to be applied as far as the col-
umns are concerned.

This way, all of the requirements can be met: 1) 
the effect of omitting the first diagonal from the Cata-
lan Triangle can be achieved by having the starting 
index of the default Catalan Triangle be (1, 1) instead 
of (0, 0), provided that (4) is used to compute the 
value of the required element; 2) the transposition 
effect can be achieved by exchanging the values for 
the row and column in (4); and 3) the inversion effect 
can be achieved when substituting n = N – r and k = 
N – c. After implementing these transformations, the 
final formula for calculating the value of the element 
in the BOCT with indices for the row and column (r, 
c) becomes

(5)

It is now possible to display an example of a BOCT 
and compare its indices with those of a default Cata-
lan Triangle. Figure 3 shows the case for the size N=4. 
The indices of the BOCT range from (0, 0) to (3, 3), 
whereas those of the default Catalan Triangle, be-
cause of the inversion transformation, range from (4, 
4) to (1, 1). The transposition is demonstrated by the 
switched indices in the default Catalan Triangle.

k\n 4 3 2 1
r\c 0 1 2 3

4 0 14
3 1 9 5
2 2 4 3 2
1 3 1 1 1 1

For r=c=d, where 0 ≤ d ≤ N–1, (5) transforms into 
(6)

which is the formula for obtaining the values of the el-
ements along the diagonal of the BOCT (which is the 
reason for the bounds 0 ≤ d ≤ N–1). Those elements 
are the Catalan Numbers, and substituting M = N–d 
gives 

(7)

which is another formula for computing the Catalan 
Numbers. Multiplying by M in the numerator and de-
nominator on the right hand side of (7) transforms it 
into (1).

Abstraction of the Bottom Ones Catalan 
Triangle
As can be seen in (5), the factorial function needs 

to be invoked three times in order to compute the val-
ue of the BOCT element with indices (r, c). The algo-
rithms for ranking and unranking are linear, provided 
that the BOCT had already been generated and its ele-
ments are available for access [17]. Since the factorial 
is a compounding function and is linear by itself as 
well, the goal becomes to make it possible to access 
the factorial of a given number in constant time, so 
that the ranking and unranking algorithms remain 
linear.

An analysis of (5) shows that the largest factorial 
term is (2⋅N–1)!, which is found in the numerator, 
and is obtained for r=c=0; the factorial terms in the 
denominator thus become (N–1)! and (N+1)! respec-
tively. Given that the definition of the factorial is N! = 
N× (N–1)!, where 0! = 1, it follows that it is necessary 
to compute the value of (N–1)! in order to compute 
the value of (N+1)!, which in turn needs to be com-
puted in order to compute the value of (2⋅N–1)!. The 
aforementioned holds true for N ≥ 2, which is a nec-
essary requirement for a Catalan Triangle to exist (a 
Catalan Triangle of just one element is essentially just 
the number 1).

Thus, if the values of the factorials of all positive 
integers up to and including (2⋅N–1)! are available to 
be used on demand, the computation of (5) is done 
in constant time. This can be achieved using a linear 
data structure which can access the values of its ele-
ments using indexing, e.g., an array. Given that 0! = 1, 
the value of the element with index 0 is initially set to 

Figure 3. A BOCT with size N=4, superimposed with 
the corresponding indices of the default Catalan 

Triangle of the same size.
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be 1, whereas the value of each subsequent element 
is computed as per the factorial function definition. 
Both the process of populating such a structure and 
the structure itself have linear time and space com-
plexities. Figure 4 shows an example of such a struc-
ture for N = 4.

f[0] f[1] f[2] f[3] f[4] f[5] f[6] f[7]
1 1 2 6 24 120 720 5040

Figure 4. An example for N = 4: an array of all factorials up to 
and including (2×4 – 1)! = 7! would be sufficient to compute the 
values of all the elements of the BOCT required to rank and/or 

unrank any CCV of size N = 4.

Fully Linear Algorithms for Ranking and 
Unranking of Catalan Cipher Vectors

The following algorithms are modifications to 
the ranking and unranking algorithms found in [17], 
which are shown to be linear there. The algorithms in 
this paper focus on the ranking and unranking pro-
cesses instead on the full generation of binary trees 
using the CCVs. They also utilize the abstraction ap-
proach explained in the previous sections. They are 
presented as functions and pseudocode (which re-
sembles the C++ language) is given for each of them.

During the ranking and unranking processes, the 
elements in a Catalan Cipher Vector are sequentially 
read and updated, respectively. In both cases, the size 
of the CCV is taken to be N, and this value is assumed 
to be known and stored in the variable N. The array 
variable CCV, of size N, which stores the elements of 
the CCV currently being processed, is also assumed 
to be initialized and populated with valid values, as 
defined in [17].

The Bottom Ones Catalan Triangle Element Value 
Computation Function

Pseudocode 1 presents the function for comput-
ing the value of the BOCT element that is needed for 
the ongoing ranking or unranking process. This func-
tion is auxiliary but is called during both the ranking 
and unranking process. The parameters are: N (the 
size of the CCV, as previously introduced); r – the row 
index of the element in the BOCT being accessed; and 
c – the column index of the element in the BOCT being 
accessed.

Pseudocode 1. The function for the calculation of the BOCT 
element given the size of the BOCT N, the row of the element r 

and the column of the element c.

function BOCTel(N, r, c) 
{
 num = (r-c+2) * f[2*N-r-c-1];
 den = f[N-r-1] * f[N-c+1];
 return num / den;
}

The Ranking Function
Pseudocode 2 shows the ranking function for a 

given array parameter CCV. Variables additional to 
the ones already known are: v – the index in the CCV 
array; and rank – the value of the rank being comput-
ed during the ranking process.

Pseudocode 2. The ranking function.

function Rank(CCV)
{
 r = 0;
 c = 0;
 rank = 0;
 for(v = 0; v < N; ++v)
 {
  while (CCV[v] > (r + c))
   rank += BOCTel(N, r, c++);
  ++r;
 }
 return rank;
}

The Unranking Function
Pseudocode 3 shows the unranking function for a 

given parameter rank.

Pseudocode 3. The unranking function.

function Unrank(rank)
{
 r = 1;
 c = 0;
 v = 0;
 CCV = new array[N];
 CCV[v++] = 0;
 while(v < N)
 {
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  while (BOCTel(N, r, c) <= rank)
   rank -= BOCTel(N, r, c++);
  CCV[v++] = r++ + c;
 }
 return CCV;
}

Analysis of the Algorithms
Both the ranking and unranking algorithms tra-

verse the CCV linearly and they access only the ele-
ments of the BOCT that are required during the cor-
responding process [17]. For each element of the CCV 
being processed, a corresponding element in each 
of the rows on the BOCT is accessed. Depending on 
the value of the element in the CCV, there is either no 
displacement from the left vertical (i.e., the Edge) of 
the BOCT, or there is some, up to at most the value of 
the index of the row (i.e., the element on the Diago-
nal). However, once that displacement occurs when 
processing an element of the CCV, the displacement is 
not reset in the subsequent row. 

This means that the required elements in the BOCT 
are traversed in a single line, without segments of the 
line being repeated or intersected. This ensures that, 
in the best case, only the elements of the leftmost col-
umn will be traversed, so the time complexity of both 
the ranking and unranking algorithm will be (N). In 
the worst case, the full lengths of both the column and 
the bottom row will be traversed, so the time complex-
ity for both algorithms will be (2N) = (N). Thus, 
the time complexity of both algorithms is (N), even 
though that may not be apparent upon initial over-
views of their respective pseudocodes. Given that the 
preliminary process of generating the array of factori-
als for positive integers from 0 to 2N–1 is also linear, 
this means that the full processes of both ranking and 
unranking, alongside all of their necessary algorithms 
and data structures, are linear for both time and space 
complexity.

CÊÄ�½çÝ®ÊÄ
The process of obtaining an integer for a given 

Catalan Cipher Vector is called ranking, and the re-
verse process is called unranking. This paper pres-
ents the principle and algorithms for abstraction of 
the Bottom Ones Catalan Triangle, which is a version 
of the Catalan Triangle that is used for the processes 
of ranking and unranking of Catalan Cipher Vectors. A 

formula is presented that computes the values of the 
elements of the Bottom Ones Catalan Triangle as they 
become necessary during the ranking and unranking 
processes. This way, the triangle doesn’t need to be 
generated fully and is therefore abstracted during the 
ranking and unranking processes, thus circumventing 
the default quadratic time and space requirements 
for its computation. Instead, a linear data structure, 
such as an array, is used for storing values of facto-
rials necessary for such computations, thus making 
both the ranking and unranking processes fully linear 
for both time and space complexity.
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Abstract: This article analyzes underwater surveillance and monitoring technologies aimed at enhancing security and 
environmental management, using a hypothetical underwater data center in the Baltic Sea as a case study. It explores cutting-edge 
solutions such as remotely operated vehicles (ROVs), autonomous underwater vehicles (AUVs), and smart buoys, focusing on their 
integration for monitoring underwater infrastructure and safeguarding against infrastructural threats. With rising concerns over 
maritime security due to recent events like the Nord Stream outage, this research highlights the need for advanced technological 
systems to address such a kind of vulnerabilities. The analysis also considers multi-layered potential of these systems for security, 
safety, and environmental resilience. Consequently, this study provides insights into the feasibility, challenges, and future directions 
for deploying underwater data centers as a sustainable alternative to traditional land-based facilities of this type, contributing to 
the broader discourse on securing critical underwater infrastructure and promoting eco-friendly data storage solutions .

Keywords: underwater data center, Baltic Sea, surveillance, monitoring, maritime infrastructure, security

Introduction
The concept of underwater data centers has 

gained significant attention in recent years as a po-
tential solution to the growing challenges associated 
with traditional land-based facilities. The develop-
ment of underwater data centers is primarily driven 
by the need to address high energy consumption, en-
vironmental impact, and security concerns inherent 
to conventional data center operations. 

This study uses a qualitative research approach 
to assess the feasibility and risks of deploying under-
water data centers, with a focus on the Baltic Sea. A 
PESTLE - Political, Economic, Social, Technological, 
Legal, and Environmental analysis framework was 
employed to evaluate external factors influencing un-
derwater data center deployment. Additionally, a risk 
matrix assessment was conducted to prioritize po-
tential threats based on their likelihood and impact.

Data was collected through literature reviews, ex-
pert interviews, and analysis of industry reports, pro-
viding a comprehensive understanding of the politi-
cal, environmental, and technological challenges spe-
cific to underwater data centers. Using the PESTLE 

framework helped to identify the critical issues. 
The rest of the paper is organized in a way that it:
 - Gives an overview of history and evolution of 

underwater data centers;
 - Highlights current developments in this do-

main;
 - Underscores the threats to which the Baltic Sea 

region is currently exposed to;
 - Elaborates the role of surveillance and moni-

toring technologies including Remotely Oper-
ated Vehicles (ROVs), Autonomous Underwater 
Vehicles (AUVs), or, Unmanned Aerial Vehicles 
(UAVs), and smart buoys, including their inte-
gration;

 - Analysis the conditions for the development 
of an underwater data center in the Baltic Sea, 
concerning environmental, geopolitical, and 
security risks, along with the legal and regula-
tory challenges. 

 - These subtopics are framed at the end with the 
conclusion part. 
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Underwater Data Centers
The idea of placing data centers underwater is not 

entirely new, but it has only recently been pursued 
on a larger scale. The early 21st century saw increas-
ing awareness of the environmental and economic 
drawbacks of conventional data centers, which con-
sume vast amounts of electricity for cooling, e.g. As 
the demand for digital services continued to grow, 
the industry began to explore alternative approaches 
to cooling and energy efficiency. One innovative solu-
tion emerged in the form of underwater data centers, 
which leverage the natural cooling properties of the 
ocean to maintain optimal operating temperatures 
for servers. For example, over the past few years, data 
center electricity consumption has accounted for a 
relatively stable 1% of global electricity usage, ex-
cluding cryptocurrency mining [1].

Microsoft’s Project Natick, which began in 2013, 
marked a turning point in the development of under-
water data centers [2]. The project aimed to investi-
gate whether a sealed container filled with servers 
could operate efficiently underwater. The first phase 
of Project Natick, launched in 2015 off the coast of 
California, involved a small, prototype data center 
placed 30 feet underwater for several months. This 
initial test demonstrated the feasibility of the concept 
and showed promising results in terms of energy ef-
ficiency and reliability.

In 2018, Project Natick entered its second phase 
with the deployment of a larger underwater data 
center off the coast of Scotland’s Orkney Islands. This 
new unit, which was the size of a standard shipping 
container, housed 864 servers and operated entirely 
on renewable energy sourced from nearby wind and 
solar farms. The data center was submerged approxi-
mately 117 feet below the ocean’s surface, where it 
remained for two years. During this period, the un-
derwater data center exhibited a failure rate that was 
significantly lower than traditional land-based data 
centers. The cooler, stable environment and the ab-
sence of human interference contributed to the im-
proved performance. 

The successful results of Project Natick’s second 
phase solidified the viability of underwater data cen-
ters as a sustainable and resilient alternative to con-
ventional approaches (Fig. 1).

Fig. 1. Microsoft Project Natick 2. Source: [2]

Existing Underwater Data Centers
Following the success of Microsoft’s Project Natick, 

other companies and organizations have started to 
explore the potential of underwater data centers. For 
instance, Subsea Cloud, founded by Maxie Reynolds, 
offers a commercial underwater data center service 
that uses liquid immersion cooling technology. Unlike 
Project Natick, which used a sealed nitrogen-filled 
environment, Subsea Cloud employs dielectric liq-
uids to cool servers directly, providing even greater 
efficiency in heat dissipation. Subsea Cloud has active 
projects the Gulf of Mexico and is looking to expand to 
the North Sea and the Pacific Ocean [3].

Another major player in the field is the Chinese 
company Highlander, which, with the backing of the 
Chinese government, launched the world’s first com-
mercial underwater data center near Hainan Island 
in 2021. The facility can support large-scale comput-
ing, and storage needs while utilizing the surround-
ing seawater for cooling. The 1 400-tonne system is 
submerged 35 meters on the seafloor and the wa-
ter is used as natural cooling. Further plans indicate 
that 100 modules are planned to deploy at the site. 
It means that it would save 68 000 square meters of 
land, along with 122 million kilowatt-hours of elec-
tricity and 105 000 tons of freshwater per year [4]. 

These developments highlight the increasing in-
terest in underwater data centers, not just as experi-
mental projects, but as commercially viable and scal-
able solutions. Albeit, the deployment of underwater 
data centers introduces challenges, particularly in 
regions with complex environmental and geopolitical 
dynamics, such as the Baltic Sea.
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Baltic Sea Challenges
The Baltic Sea presents a unique set of challenges 

for the deployment of underwater data centers due 
to its environmental characteristics, strategic signifi-
cance, and actual geopolitical tensions. 

The Baltic Sea is a semi-enclosed body of water 
bordered by several countries, including Estonia, Lat-
via, Lithuania, Finland, Sweden, Denmark, Germany, 
Poland, and Russia (Fig. 2). It has distinct environ-
mental features, such as low salinity, limited water 
exchange with the Atlantic Ocean, and relatively shal-
low depths. These factors can influence development, 
operation and maintenance of underwater infra-
structure. 

One of the cases was Balticconnector gas pipeline 
and communication cables failure (Fig. 3).  Stockholm 
investigators confirmed that damage to an undersea 
cable was caused by “means of external force or tam-
pering” [5]. 

The authorities believe the damage to the pipeline 
was likely caused by the ship’s anchor, but it is not 
yet known if it was deliberate or unintentional [6]. 
Therefore, this remains at the level of a suspicion. 

Fig. 2. Underwater telecomunication cables in Europe. Source: [7]

Furthermore, due to some recent Twitter (https://x.
com/auonsson) reports numerous security incidents 
are suspected to be sabotage. The Chinese ship, Yi 
Peng 3, crossed C-Lion 1 and BSC cables at times these 
were broken (Fig. 4). Then, this ship has been detained 
by Danish navy on November 19, 2029 (Fig. 5). 

However, this is still in a grey area and at the level 
of a security incident suspected to be sabotage. There 
have been no official reports from the authorities. 

Fig. 4. Auonsson’s post on November 19, 2024.
Source: https://x.com/auonsson

Fig. 3. The damaged offshore Balticconnector gas pipeline. 
Source: [8]

Fig. 5. Auonsson’s post on November 20, 2024.
Source: https://x.com/auonsson
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Environmental Factors
The unique environmental conditions of the Baltic 

Sea, including its low salinity and temperature varia-
tions, can affect the performance of underwater data 
centers. Low salinity may impact the cooling efficien-
cy, while temperature fluctuations could influence 
the stability of the underwater environment. Addi-
tionally, the seabed in some areas is characterized by 
a mixture of soft sediments, which could pose chal-
lenges for anchoring or installing underwater infra-
structure. Biofouling, or the accumulation of organ-
isms on submerged structures, is another concern, as 
it could affect the efficiency of cooling and increase 
maintenance requirements.

The Baltic Sea is also home to significant marine 
ecosystems and protected areas, which necessitates 
careful planning to minimize the environmental im-
pact of underwater installations. The deployment of 
underwater data centers must consider regulations 
related to marine conservation, and impact assess-
ments may be required to evaluate potential effects 
on local wildlife and habitats [9].

Geopolitical and Security Concerns
The strategic significance of the Baltic Sea has been 

highlighted in recent years due to geopolitical ten-
sions and incidents such as the Nord Stream pipeline 
outage. As a result, underwater data centers in this 
area would be exposed to potential security threats, 
including sabotage, espionage, and cyber-attacks. 
The security of underwater data centers is a critical 
consideration, as these facilities could be targeted 
to disrupt communication networks or compromise 
sensitive data. Physical security measures, such as 
surveillance systems and protective enclosures, are 
essential to safeguard the infrastructure from sabo-
tage. Additionally, robust cybersecurity measures 
and protocols are needed to prevent unauthorized 
access to the data center’s systems.

Legal and Regulatory Challenges
The legal framework governing underwater in-

frastructure in the Baltic Sea is complex, with over-
lapping jurisdictions and international agreements. 
Countries bordering the Baltic Sea have established 
Exclusive Economic Zones (EEZs) that grant them 
certain rights over marine resources and infrastruc-
ture. 

Involvement of the international waters and 
shared boundaries complicate the regulation of un-
derwater installations. Regulatory compliance is nec-
essary for the deployment of underwater data cen-
ters, and stakeholders must navigate a range of legal 
requirements related to maritime law, environmen-
tal protection, and data security. Coordinating with 
multiple governments and regulatory bodies can be 
challenging, especially in a region where political re-
lations may fluctuate.

Surveillance and Monitoring 
The use of advanced surveillance and monitoring 

technologies in undersea area becomes crucial. Tech-
nologies such as Remotely Operated Vehicles (ROVs), 
autonomous underwater vehicles (AUVs), and smart 
buoys can help detect physical threats, monitor en-
vironmental conditions, and ensure compliance with 
legal and regulatory standards. 

An underwater robot connected to a mother ship 
by a network of cables is called a ROV. An AUV, on the 
other hand, completes its survey mission without the 
assistance of an operator. At the end of a mission, the 
AUV returns to a pre-programmed location so that 
the data can be downloaded and processed. For mon-
itoring the sea environment (temperature, salinity, or 
currents), smart buoys serve as stationary or partially 
mobile nodes. They relay data in real time and assist 
ROVs and UAVs with navigation. These technologies 
work together through complementary roles, tasks 
sharing, and synchronized communication. 

The ROVs can examine underwater effects, buoys 
gather water quality data, and UAVs “keep an eye” on 
surface algal blooms, e.g. The ROVs find and retrieve 
underwater targets, while smart buoys offer real-
time environmental data and detect surface debris. 
Smart buoys gather long-term data, while the UAVs 
map coral reefs and inspect surface infrastructure. 
The ROVs carry out usually in-depth underwater sur-
veys [10; 11], etc. 

Remotely Operated Vehicles (ROVs)
The ROVs are underwater robots that can be con-

trolled from the surface to inspect and maintain un-
derwater infrastructure. Equipped with cameras, 
sonar, and various sensors, ROVs provide high-reso-
lution imagery and real-time data on the condition of 
underwater facilities. They are particularly useful for 
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conducting detailed inspections of underwater data 
centers, identifying physical threats, and performing 
maintenance tasks. The ROVs require human opera-
tors and they are limited by tether lengths, which can 
restrict their operational range in deeper waters. 
Estonian company Flydog Marine has profiler buoy 
“Mona” and submerged profiler “Salla” (Fig. 6). Tech-
nical specification of “Mona” is given in Table 1. 

Fig. 6. Submerged profiler „Salla“. Source: [12]

Autonomous Underwater Vehicles (AUVs)
AUVs operate independently of surface control, us-

ing pre-programmed missions and onboard sensors 
to navigate underwater. For example, ECA Groups 
A18-M has applications for the defense and security 
sector encompass: Rapid Environment Assessment 
(REA); Intelligence, Surveillance and Reconnaissance 
(ISR); organic underwater mine warfare: mine coun-
termeasures mission module for large multipurpose 
vessel and mission module for oceanic mine warfare, 
and conventional underwater mine warfare: detec-
tion and classification [12]. They can conduct exten-
sive surveys over large areas, making them ideal for 
monitoring the surrounding environment and de-
tecting potential threats such as unauthorized ves-
sels. The AUVs are advantageous for long-duration 
missions and can cover greater distances than ROVs. 
However, their autonomy poses challenges in real-
time communication and data transfer, particularly 
in deep-sea or high-turbidity conditions. The AUVs 
are versatile tools for marine surveillance, capable 
of operating independently across diverse missions, 

from scientific research to defense applications. The 
COMPASS2020 project, e.g., showcases AUVs like the 
A27 and A9-E, highlighting their robust design and 
advanced capabilities. For instance, the A27 operates 
at depths up to 300 meters and can carry high-perfor-
mance payloads, including Synthetic Aperture Sonar 
(SAS) and multi-beam echo sounders, with a speed 
range of 3-6 knots. Similarly, the A9-E is optimized for 
environmental monitoring, offering real-time data on 
water conditions such as turbidity and pH levels, and 
features low acoustic signatures to avoid mine detec-
tion. These AUVs navigate using Inertial Navigation 
Systems (INS), Doppler Velocity Logs (DVL), and pe-
riodic Global Positioning System (GPS) resurfacing. 
Equipped with communication options like acoustic, 
WiFi, and Ethernet channels, AUVs represent a cru-
cial asset for sustained and stealthy underwater op-
erations in complex environments [13].

Table 1. Technical specifications of a profiler buoy „Mona”. 
Source: [12]

• Profi ling depth – 200m
• Length – 4 m
• Height above water – 2 m
• Diameter – 1,2 m
• Weight – 450 kg
• Comms - GPRS
• Constructi on – fl oat from 

polyurethane foam covered 
with hard polyurethane 
coati ng, with autonomous 
lantern and passive radar 
defl ector

• Hardware Controller & 
Data-Logger – integrated

• Soft ware – web-based user 
interface for controlling the 
buoy in real-ti me

• Customizati on – can be 
altered for specifi c needs

• Cost – start from 74 995 €

The Unmanned Aerial Vehicles (UAVs) are a sort 
of AUVs. They are invaluable assets in maritime mis-
sions, offering real-time surveillance and enhanced 
situational awareness. The Airbus Zephyr S HAPS, 
for instance, operates in the stratosphere at altitudes 
up to 70,000 feet with an impressive endurance of 
nearly 25 days, combining satellite-like persistence 
with UAV flexibility. Meanwhile, the Tekever AR5 Life 
Ray Evolution, a medium-endurance UAV, supports 
maritime patrols with a 50 kg payload, 16-hour en-
durance, and a cruise speed of 100 km/h, effectively 
covering large surveillance areas with EO/IR sensors. 
These UAVs improve maritime security by tracking 
illegal activities, monitoring environmental changes, 
and ensuring rapid response in emergencies. Not-
withstanding, challenges such as high operational 
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costs, vulnerability to adverse weather, and integra-
tion complexity must be addressed to optimize UAV 
deployment in maritime operations. Future advance-
ments in UAVs autonomy, durability, and communica-
tion capabilities will be essential for even more reli-
able and resilient maritime surveillance [14; 15].

Smart Buoys
Smart buoys serve as stationary surveillance plat-

forms that can be deployed around underwater data 
centers to monitor environmental conditions and 
detect anomalies. Equipped with various sensors, 
including hydrophones, cameras, and water quality 
detectors, smart buoys can continuously gather data 
on water temperature, salinity, and acoustic signals. 
This capability enables early detection of intrusions 
or environmental hazards (Fig. 7). Smart buoys are 
effective for monitoring fixed areas, their coverage is 
limited, and they may require periodic maintenance 
and calibration [16; 17].

Fig. 7. Illustration of PB3 Power Buoy environment. Source: [16]

Underwater Infrastructure Support
The need for specialized monitoring and support 

services has become essential. Maritime research 
and surveillance companies offer vital expertise in 
surveying, inspection, and environmental monitoring 
for underwater infrastructure. For instance, Reach 
Subsea [18] company provides comprehensive geo-
physical and environmental monitoring, leveraging 
advanced subsea technology to ensure safety, stabil-
ity, and operational compliance. Its Reach Remote 
Project emphasizes sustainable, low-emission op-
erations, enhancing access to remote areas. Through 
real-time and autonomous monitoring solutions, 
companies like Reach Subsea, help maintain under-
water infrastructure integrity in challenging marine 

environments. Their wide portfolio includes environ-
mental and geophysical monitoring, remote and au-
tonomous fleet, survey and positioning.

Since NATO’s inception in 1949, collaborations 
among the Baltic Sea countries have bolstered en-
vironmental and military standards to maintain re-
gional stability. The 2022 Nord Stream outage inci-
dent heightened the need for robust security, leading 
to creation of the Maritime Centre for the Security of 
Critical Undersea Infrastructure in 2023. Key initia-
tives include increased patrols, minehunters, drones, 
and advanced surveillance by NATO and individual 
Baltic countries. Estonia’s “MEREHUNT” smart buoy 
project also supports coastal monitoring and mari-
time environmental data, while NATO’s Digital Ocean 
program integrates digital solutions to enhance situ-
ational awareness from seabed to space [19; 20]. A 
map application with an overview of Estonian coastal 
and offshore stations. Indicative locations and test 
areas of the new smart buoys are marked with blue 
circles (Fig. 8).

Fi g. 8. Indicative locations and test areas of the new smart 
buoys. Source: [18]

The Baltic Sea is subject to various national juris-
dictions and international agreements, making legal 
compliance a significant concern. Surveillance and 
monitoring systems should be designed to meet the 
environmental regulations of all bordering countries, 
including requirements for marine conservation and 
underwater infrastructure safety. Therefore, compli-
ance with international maritime law is necessary, 
particularly regarding data center deployment in the 
EEZs (Fig. 9).
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Fig. 9. Different zones of juridical zones for coastal competence. 
Source: [21]

Security Threats
Given the operational and environmental con-

straints of underwater data centers, international 
sabotage targeting these facilities can have serious 
consequences. Due to their heavy reliance on under-
water infrastructure, these data centers—which are 
built for effective cooling and minimal environmental 
impact—are susceptible to sabotage in several ways. 
Some examples of sabotage are as follows:

 - To cut or damage the communication and pow-
er cables that connect it to the shore.

 - The use of explosives to breach the data cen-
ter’s pressure vessel or protective casing.

 - Interference with pipelines or cooling systems 
that are utilized for operations and mainte-
nance, etc.

The impacts might be disconnection, which makes 
the data center unusable; permanent harm from wa-
ter intrusion to delicate servers and equipment; high 
expenses for service restoration, recovery and repair, 
etc. For instance, even sounds from military-grade so-
nar on ships, submarines, or even whales could inter-
fere with underwater data centers being built off the 
coasts of China, the US, and Europe [22].

Conclusion
The concept of underwater data centers repre-

sents a promising alternative to traditional land-
based facilities, offering benefits in energy efficiency, 
environmental sustainability, and security. The suc-
cessful implementation of projects like Microsoft’s 
Project Natick has demonstrated the feasibility of us-
ing underwater environments to reduce cooling costs 
and improve the resilience of data storage infrastruc-
ture. However, deploying a such facility in the Baltic 
Sea, requires careful consideration of environmental, 
legal, cyber, and geopolitical issues.

The underwater data center enables compre-
hensive monitoring, real-time data acquisition, and 
prompt detection of potential threats, thereby en-
hancing the security and operational stability of the 
underwater infrastructure. Security measures must 
account for the potential risks of sabotage, espionage, 
and legal disputes. A robust surveillance system that 
integrates multiple technologies, such as ROVs, AUVs 
and smart buoys, is crucial for ensuring the data cen-
ter’s safety. 

While underwater data centers offer significant 
advantages, their deployment in sensitive regions re-
quires a careful balance between technological innova-
tion, cyber-risks, environmental protection, and geo-
political challenges. The recommended multi-tiered 
surveillance strategy can mitigate risks, support legal 
compliance, and contribute to the sustainable develop-
ment of a such data center in the Baltic Sea.
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Abstract: A PLL or phase-locked loop is a control system that creates an output signal whose phase is related to the phase-locked 
loop and represents controlled input signal. The goal of this research is to first investigate the functioning of new PLL neural 
networks and then, in the research section, explore an approach involving the extraction of neural symmetrical voltage components.
The architectural characteristics of phase-locked loops (PLLs) typically include capture and lock ranges, bandwidth, and transient 
response. The new neural PLL architecture offers several advantages, such as low noise performance, reduced silicon area, and 
compatibility with low supply voltages. However, it may also present disadvantages, including hardware dependency and potential 
design complexity compared to traditional PLL architectures. Evaluating these factors is crucial, depending on the specific needs 
of the application.
In this paper, we present the scientific research included in the experimental part where we investigate the performance of the 
proposed neural PLL, for which experimental comparisons with the conventional PLL in a distorted reference frame are necessary. 
Structural columns or structural circles will be used for graphic display.
The following research methods and techniques will be applied: instruments, basic methods and data processing procedures - if 
they are foreseen. What makes this work a scientific research work is a descriptive method that will be used.
To better understand how PLLs work, we propose an original three-phase neural approach for components of the system’s phase 
and symmetry. The quality of the electricity can be assessed and managed with this framework. Our study shows that the full 
neural architecture may be applied to three-phase power systems because it is based on DSP supplies. Additionally, we present 
the performance of the PLL system in a three-phase power supply context. Different regulators, such as PI and RST based on 
phase logic, are incorporated into the PLL scheme. The results suggest that the neural PLL could make a significant contribution in 
applications where the quality and efficiency of three-phase power systems are essential.

Keywords: Neural Phase-Locked Loop (PLL), electroenergetic system, neural network, neural architecture

Introduction
A controlled system known as a phase-locked loop 

(PLL) produces an output signal that is both phase 
and frequency synced with an input reference sig-
nal. As integrated circuits have advanced, the PLL has 
emerged as a crucial component for numerous ap-
plications, including signal processing boards, three-
phase power systems, and contemporary communi-
cation systems [1].

PLLs play a crucial role in power systems. Among 
the uses are drive control, harmonic current detec-
tion, unbalance compensation in three-phase sys-
tems, and sinusoidal inverter control.

The proposed neural phase-locked loop (NPLL) 
employs a neural algorithm capable of decoding time-
coded information and converting it into a rate code. 

This advance suggests improvements in the ability 
to efficiently track and process signals, leveraging 
neural networks for better performance in systems 
that rely on phase-locked loops. Recently, dedicated 
PLLs have been designed, comprising a three-phase 
PLL designed to calculate the phase angle of direct se-
quence components and the system frequency. APF 
methods have effectively employed this strategy in 
situations involving severely distorted voltage [1].

The subject of this research is the application of 
new neural PLLs as symmetrical components to es-
timate system frequency and the phase angle of di-
rect sequence components, which are used in APF 
schemes.

The goal of the research is to first investigate the 
functioning of the new PLL neural networks, includ-
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ing their characteristics, advantages, and disadvan-
tages. In the research phase, the focus is on the ex-
traction of neural symmetrical voltage components, 
neural phase detection techniques, and functional 
tasks that are decomposed and approximated us-
ing Adaline neural networks are used. The complete 
neural architecture is applied to a three-phase power 
supply system and implemented on a digital signal 
processor (DSP).

Characteristics of Pll
Architecture characteristics of Phase Locked 

Loops (PLLs) typically include capture and lock rang-
es, bandwidth, and transient response. The capture 
range is generally smaller than the lock range, which 
defines how well the PLL can stabilize the output fre-
quency against changes in the reference signal. PLLs 
are widely used every day in many areas of high fre-
quency system design. 

According to its various operating principles and 
methods, a phase-locked loop (PLL) refers to a control 
system that can generate output signals according to 
certain rules. By comparing the different operating 
principles, it can be determined that the basic prin-
ciple of PLL is to realign the phase of the input signal. 
This mode of PLL operation is significantly different 
from traditional output signals, which is achieved by 
adjusting the local frequency of the generated signal, 
which in turn adjusts its phase [1].

Feedback control in a PLL circuit
In a phase-locked loop (PLL), the phase and fre-

quency of the output signal are aligned with the in-
put signal through a phase- and frequency-locking 
mechanism. This process is achieved by a closed-loop 
control system, which uses feedback to continuously 
adjust the phase and frequency of the local oscillator 
to match those of the input signal, thereby maintain-
ing system stability. The feedback control in a PLL is 
based on phase detection, where a phase detector 
generates an error signal proportional to the phase 
difference between the input and local oscillator sig-
nals. This error signal is then processed through a 
low-pass filter, which eliminates high-frequency com-
ponents, before being fed back to the local oscillator. 
As the local oscillator frequency adjusts, the phase 
difference decreases, and the error signal diminishes. 
This iterative process continues until the phases and 

frequencies of the output signal are synchronized 
with those of the input signal.

Clock distortion generation and elimination
Clock skew is a timing error that can occur in digi-

tal systems due to various factors. Before we explain 
how PLLs lead to clock skew, here are some common 
reasons why this happens:

• A delay in the transmission of the clock signal 
through the transmission line can lead to clock 
distortion. When clock signals travel through a 
transmission line, various delays can occur due 
to factors such as the length of the transmission 
line, the impedance of the line, and depending 
on what kind of material is used to make the 
line [2]. This delay can cause clock signals to 
arrive at different times and ultimately result 
in clock skew.

• Temperature and voltage variations can also 
cause clock skew in digital systems. The delay 
of the clock signal can vary with temperature 
and voltage changes, which can lead to clock 
distortion.Treperenje sata je još jedan faktor 
koji može uzrokovati iskrivljenje sata. Tre-
perenje sata je varijacija u vremenu signala 
sata zbog nastanka šuma ili smetnji. Ovo takođe 
može prouzrokovati odstupanje dolaska signala 
do sata.

However, PLL can solve the clock skew problem 
in digital systems. It can generate a clock signal that 
is synchronized with an input clock signal or a refer-
ence clock signal, and then eliminate any timing dif-
ferences between these signals. To do this, the PLL 
compares the phase and frequency of the input clock 
signal or reference clock signals with phase and fre-
quency [3]. This comparison is performed by a phase 
detector, which generates signal errors proportional 
to the phase and frequency difference between the 
signals. By using feedback control to adjust the fre-
quency and phase of the locally generated clock sig-
nal, the PLL will be able to eliminate any timing dif-
ferences between the input clock or clock signal. This 
ensures that the clock signals in the digital system are 
properly synchronized [4].

Frequency multiplication
A frequency multiplier in a PLL can take an input 

signal and produce an output signal whose frequency 
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is a multiple of the input frequency. It can be imple-
mented using a variety of circuit techniques, such 
as doublers, triplers, or higher-order multipliers. In 
the context of a PLL, a frequency multiplier is usually 
implemented using a nonlinear device, such as a di-
ode, transistor, or mixer, that performs a multiplica-
tion operation on the input signal. The multiplication 
factor (M) of the frequency multiplier determines 
how many times the frequency of the locally gener-
ated clock signal is increased. For example, if the in-
put clock signal has a frequency of 10 MHz and the 
frequency multiplication factor is 4, the output clock 
signal would have a frequency of 40 MHz.

Components of PLL
Figure 1 illustrates the fundamental circuit of the 

PLL, highlighting its unique characteristics, opera-
tional principle, and structural design. Through de-
tailed investigation and analysis, it was determined 
that this configuration offers strong resistance to ex-
ternal disturbances and fluctuations, thereby ensur-
ing the stability of the entire system.

Figure 1. Basic PLL circuit

Phase detector
The phase detector plays a crucial role in the sys-

tem. As a central component in the control process, 
its primary function is to detect signal errors, ensur-
ing the system maintains high accuracy and precision 
at all times. This prevents performance degradation 
caused by excessive errors. For instance, the square 
PD (phase detector) signal is commonly utilized in 
PLL design. The characteristics of the square signal 
PD have a linear type over the detection phase, while 
the triangular PD and the sawtooth PD have different 
types of phase detection [5].

Low pass filter
Among all the structural components of the PLL, 

there is a (one) very important one that plays a role 
in eliminating noise and ensuring the stability of the 

output signal current of the entire system. The low-
pass filter is a very important component, so it is nec-
essary to select relevant parameters and a reasonable 
working environment during selection and design. 
The output of the phase detector, which is propor-
tional to the phase error, contains high frequency 
components that need to be filtered out before they 
are used to tune the voltage controlled oscillator 
(VCO). If these high-frequency components are not 
filtered, they will cause instability of the VCO output 
signal, which then results in frequency instability [6].

Voltage controlled oscillator
A voltage controlled oscillator (VCO) plays a role 

in generating output signals with a frequency that is 
synchronized with the reference input signal. By ap-
plying voltage control to the resonant circuit, the fre-
quency of the output signal can be adjusted. A VCO 
works by generating a sinusoidal waveform, with a 
frequency that is a function of the input voltage ap-
plied to it. The frequency range of the output signal 
is typically determined by components in the circuit 
resonance, such as inductors and capacitors [7].

New architectures used in PLL architecture
Over the years, various new architectures have 

been proposed for the design of phase-locked loops 
(PLLs) to overcome the challenges faced by tradition-
al PLLs and to improve their performance. Here are 
some examples of new PLL architectures:

(1) Fractional-N PLL: Fractional-N PLL is a modi-
fied version of the traditional integer-N PLL that al-
lows the PLL to generate frequencies that are not in-
teger multiples of the reference frequency.

(2) All-digital PLL: An all-digital PLL (ADPLL) uses 
only digital circuitry, eliminating the need for analog 
components such as VCOs and filters [8]. ADPLLs of-
fer several advantages over traditional PLLs, includ-
ing better scalability, lower power consumption, and 
higher noise immunity.

(3) Bang-Bang PLL: Bang-Bang PLL uses digi-
tal phase detector and switched capacitor filter to 
achieve high frequency resolution and low phase 
noise. This architecture is suitable for low power ap-
plications and is used in frequency synthesizers for 
wireless communication systems.

These new PLL architectures contributed to the 
advancement of PLL technology and enabled the de-
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sign of PLLs with improved performance, scalability, 
and energy efficiency [9].

Advanced loop filters and improved phase 
detectors in PLL design
Loop filters and phase detectors are critical com-

ponents of a Phase Locked Loop (PLL) because they 
determine the stability, noise performance, and lock 
time of the PLL. Over the years, several advanced loop 
filters and improved phase detectors have been de-
veloped to address the challenges faced by traditional 
PLLs and improve their performance [10]. Here are 
some examples:

(1) Proportional-Integral (PI) Loop Filters: PI loop 
filters are commonly used in PLLs due to their sim-
plicity and good stability characteristics. However, 
they can have poor transient response and phase 
noise. To solve this, advanced PI loop filters have been 
developed that use non-linear elements such as RC 
filters, resonators or active elements to improve the 
performance of the PLL. 

(2) Phase charge detectors: Phase charge detec-
tors are widely used in PLLs because of their sim-
plicity and good performance. However, they can be 
prone to errors, which can cause phase noise and 
thus limit the lock range of the PLL. To solve this 
problem, improve this phase, detectors using current 
mirror techniques, self-calibration circuits or mul-
tilayer quantization to reduce displacement errors 
have been developed [11]. 

(3) Digital phase detectors: Digital phase detec-
tors offer several advantages over analog phase de-
tectors, including better accuracy, programmability, 
and noise performance. But they can be affected by 
delay errors and quantization noise [12]. To solve this 
problem, digital phase has been improved and phase 
detectors have been developed that use delay-locked 
loops, dynamic latches, or multiphase clocking to im-
prove their performance. These advanced loop filters 
and improved phase detectors have contributed to 
the development of PLLs and significantly improve 
performance, stability and noise characteristics, 
making PLLs more suitable for a wide range of ap-
plications in communication systems, radars, instru-
mentation and other fields.

After describing the new neural PLLs in the re-
search section we will explore how the IPT-based PLL 
works. This approach is derived as a lead in a new 

formulation of current powers used by Adalin’s neu-
ral network[13]. Adaline is a straightforward, easily 
learned design that is effective at online linear con-
nection estimation. This served as a powerful incen-
tive for the use of digital technologies in PLL imple-
mentation. As a result, the novel neural PLL and its 
improved digital signal processor (DSP) implemen-
tation are ideally suited for a full neural APF scheme 
and can meet real-time limitations [14].

Advantages and Disadvantages of the new 
Neural PLL Architecture

The new neural PLL (Phase-Locked Loop) ar-
chitecture offers several advantages, including low 
noise performance, reduced silicon area, and com-
patibility with low supply voltages. However, it can 
also have disadvantages such as hardware depen-
dency and potential complexity in design compared 
to traditional PLL architectures. It is important to 
evaluate these factors based on the specific needs of 
the application.

Advantages
The most popular PLL architecture is the fully 

differential PLL [15]. This architecture offers sev-
eral advantages in terms of low noise performance, 
reduced silicon area and compatibility with low sup-
ply voltages. In addition, it is well suited to meet the 
demanding requirements imposed by modern wire-
less devices. Another popular architecture is the digi-
tal PLL, which can be either fully digital or include a 
VCKSO for low jitter requirements [16]. A digital PLL 
overcomes the limitation of hard-to-change design 
parameters when the PCB is mounted. Commonly 
used for clock recovery and cleanup in transmission 
media. Another proposed architecture is a modified 
architecture that allows full monolithic integration 
[17]. This design employs a switched capacitor filter 
in place of a passive filter and a phase frequency de-
tector that operates at a 90 degree phase shift [17]. It 
achieves the same performance as conventional solu-
tions with a significantly lower capacity.

The new neural PLL (Phase-Locked Loop) offers 
several advantages, including improved flexibility 
in handling different types of data, improved self-
learning capabilities, and better performance even 
with sparse data. This approach also simplifies un-
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derstanding how neural networks produce outputs, 
making artificial intelligence more understandable.

Disadvantages
Disadvantages of the new phase-locked neural 

loops (PLLs) may include the following:
• Complexity: Neural PLLs can be more complex 

to design and implement compared to tradi-
tional PLLs, making them more difficult to un-
derstand and use effectively.

• Computational overhead: These can require 
significant computing resources for training 
and inference, leading to increased latency and 
power consumption.

• Overfitting: As with many machine learning 
models, there is a risk of overfitting the train-
ing data, which can lead to poor generalization 
in real-life scenarios.

• Black-box nature: The “black-box” nature of 
neural networks can make it difficult to inter-
pret how decisions are made, complicating de-
bugging and optimization efforts.

Always consider verifying information based on 
context and specific applications.

New Architecture of Neural PLL
We will go over how to keep an eye on a measured 

three-phase voltage system’s fundamental frequency. 
The two stages of the suggested method, which is de-
picted in Figure 2, are the extraction of symmetrical 
voltage components and the current phase identifi-
cation algorithm. The problem that leads to the ini-
tial signal decomposition that is, current powers and 
voltages is formalized for each stage. In any case, we 
demonstrate that Adaline neural networks can be 
used to learn these phrases. As a result, the entire 
strategy is quite flexible and can accommodate for 
shifting factors.

Method of extraction of symmetrical neural 
components
IPT serves as the foundation for the symmetric 

component extraction concept. This theory states 
that the pk-powers are computed and that their AC 
and DC terms are instantly separated. The direct volt-
age components are then determined by converting 
the DC-terms to the current reference frame, as seen 
in Figure 3. The instantaneous powers in IPT are 
computed using the αβ−frame.

Figure 2. The basic principle of PLL with two different functional blocks

Figure 3. Symmetrical component extraction system
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5.1. Method of extraction of symmetrical neural components 

Figure 3. The instantaneous powers in IPT are computed using the αβ−frame

Figure 3. Symmetrical component extraction system. 

The supply voltage in the αβ

the determination of the αβ−voltage. This expression 

The currents i′α and i′β correspond to basic currents in the αβ

p' k'
𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 α^' β^' 

p'

𝑦𝑦 = 𝑥𝑥𝑇𝑇𝑊𝑊

Error ε=p′−i corrects Adaline's weight

power amplitudes resulting from direct voltages at frequency nω and currents determined by fo

𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣
𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑑𝑑 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑖𝑖

5. EXPERIMENTAL RESULTS 

— —
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Experimental Results

To evaluate the performance of the proposed neu-
ral PLL, experimental comparisons with a conven-
tional PLL in a distorted reference frame are essential. 
The primary experimental setup is shown in Figure 4. 
A synchronous generator (SG), driven by a DC motor, 
supplies the three-phase power distribution system. 
By adjusting the DC motor’s current, the frequency of 
the three-phase voltages feeding the system can be 
varied. Figure 5 demonstrates how harmonic distor-
tions affect these voltages.

A DSP dSPACE board (DS1104) with a sampling 
time Ts = 0.3 ms is used to implement the neural 
voltage component extraction algorithm and several 
PLLs. A traditional PLL with a PI controller and the 
following parameters—Kp = 0,3 and Ki = 0,02—is 
used to compare the suggested approaches.

The experimental section of the paper details the 
performance of the proposed neural PLL and its com-
parison with the conventional PLL in a distorted ref-
erence frame.

Figure 4. An experimental platform

Figure 5. Waveforms of the supply voltage of a three-phase 
power system

Extraction of the inverse voltage component
The inverse voltage components were also extract-

ed by the proposed methods. The results are shown 
in Figure 6, where the neural symmetric component 
extraction method outperforms the traditional PLL 
with LPF and PI controller in terms of speed. Figure 
7’s spectral representation is used to assess the per-
formance. The basic component is estimated using a 
neural method with a 1% error and a traditional PLL 
with a 4% error.

Figure 6 displays the frequency estimation out-
comes of the three techniques. In terms of durability, 
performance, and speed, the neural PLL offers supe-
rior estimation compared to the conventional PLL 
and the suggested instantaneous phase detection ap-
proach. The amount of computational time required 
by any approach has a significant impact on its per-
formance. There are non-negligible processing costs 
involved in transforming between distinct reference 
frames (from the ABC-frame to the αβ-frame, and 
vice versa). Furthermore, temporal delays are a fea-
ture of the LPF and PI controller systems. Conversely, 
the neural PLL has the ability to react instantly. Ada-
line uses a linear regression function for learning, 
which converges quickly and iteratively modifies the 
weights to produce output that is correct and current.

𝑦𝑦 = 𝑥𝑥𝑇𝑇𝑊𝑊

Error ε=p′−i corrects Adaline's weight

power amplitudes resulting from direct voltages at frequency nω and currents determined by fo

𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣
𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑑𝑑 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑖𝑖

5. EXPERIMENTAL RESULTS 

— —

Figure 6. Frequency monitoring and extraction of direct voltage 
components
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Figure 7. The frequency spectrum of the DC voltage component

Neural symmetric components and 
frequency estimation with voltage drops
Previous experiments used a three-phase con-

stant-amplitude voltage system. In the following ex-
periments, the frequency and three-phase voltages 
are changed. The voltage amplitude changes The fre-
quency shifts quickly at t = 13 s and fluctuates slightly 
about 50 Hz.

Evaluating the suggested approaches’ resilience 
under these circumstances is the goal. Figure 8 dis-
plays frequency and voltages. For a single phase, volt-
ages are solely depicted by their outlines. Va estimates 
are provided using both the traditional PLL and the 
neural symmetric component extraction technique. 
When the frequency varies significantly, the forward 
voltage component predicted by the traditional PLL 
is nearly identical to the estimate achieved with 
the neural PLL. In contrast to a typical PLL, which 
requires a few seconds to get an accurate voltage 
estimate, the neural symmetric component estima-
tor may provide a rapid and precise voltage value 
instantly in the event of a sudden shift in frequency. 
In essence, when the frequency is steady, there is no 
need for the PI controller that is included in a tradi-
tional PLL. Conversely, the PI controller causes a time 
delay because it effectively attempts to cancel out the 
frequency estimate inaccuracy. The extraction of the 
inverse voltage components, as shown in Figure 9, is 
subject to the same remarks. The neural PLL, with its 
responsiveness and learning capabilities, is the most 
accurate estimator under voltage and frequency vari-
ations, provided that the frequency estimations are 
acceptable with the methods being studied.

Figure 8. Estimation of frequency and direct voltage with 
amplitude variations

Figure 10. Frequency spectrum of the estimated voltages: (a) 
the spectrum of the direct voltage component, (b) the spectrum 

of the inverse voltage component

Figure 9. Estimation of frequency and inverse voltage with 
amplitude variations
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The use of a PI (Proportional-Integral) control-
ler is a key component in control systems for regu-
lating process variables. It improves upon simple 
proportional control by eliminating steady-state er-
ror through the integral component. This ensures a 
better control of processes that require a consistent 
output over time. However, PI controllers can intro-
duce overshoot and oscillation if not properly tuned. 
Alternatives to PI controllers include PID (Propor-
tional-Integral-Derivative) controllers, which adds 
a derivative component to enhance stability and re-
sponse time, and advanced control strategies such 
as adaptive control or fuzzy logic controllers that 
can deal with more complex systems. Make sure to 
double-check any technical specifics or implementa-
tion details on PI controllers as they can vary widely, 
based on application.

Conclusion
In conclusion, a phase-locked loop (PLL) is a 

control system designed to generate output signals 
based on specific principles, primarily by aligning 
the phase of an input signal. This paper introduces a 
novel neural PLL architecture that offers significant 
advantages, such as low noise performance, reduced 
silicon area, and compatibility with low supply volt-
ages. We describe a three-phase neural approach 
for estimating phase and symmetrical components, 
utilizing fictitious expressions of active and reactive 
powers to train two Adaline estimators, which cal-
culate forward and inverse voltage components. A 
phase detection method is then applied to these volt-
ages, accurately determining the frequency.

The findings of our scientific research and experi-
mental section of the work confirm (to us) the signifi-
cant advantages of the new neural PLL architecture, 
which offers significant advantages, such as low noise 
performance, reduced silicon area and compatibility 
with low voltages compared to the conventional PLL 
architecture.

The trial results demonstrate the effectiveness of 
this approach, showing that the neural method reli-
ably extracts primary voltage components and esti-
mates the phase of a time-varying three-phase power 
system under conditions such as voltage dips, ran-
dom noise, and harmonics. This proposed approach 
proves suitable for real-time harmonic current com-
pensation in active power filtering systems. The en-

tire neural architecture, implemented on a digital sig-
nal processor (DSP), is applied within a three-phase 
power supply system. The PLL plays a crucial role in 
power systems, with applications in drive control, 
harmonic current detection, unbalance compensa-
tion in three-phase systems, sinusoidal inverter con-
trol, and beyond.

Furthermore, the proposed neural PLL architec-
ture provides a promising direction for future de-
velopments in power system control, particularly in 
enhancing the efficiency and stability of renewable 
energy integration, smart grids, and other advanced 
power electronics applications.
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Abstract: For almost two decades, Wikimedia Serbia has active collaboration with educational institutions in Serbia, promoting 
Wikipedia to young people, training and encouraging them to create and edit Wikipedia with special focus on Wikipedia trust 
concepts as the important factor of every information source. This paper presents our findings on the current level of students’ 
understanding of trust mechanisms in information sources and examines the impact of conducted targeted educational intervention 
on this domain. This study was conducted as part of the collaboration between Wikimedia Serbia, the Faculty of Computer Science 
and Informatics at Union Nikola Tesla University, and Šabac Grammar School. We used structured questionnaires to determine the 
initial state of trust mechanisms awareness in students. After analyzing the obtained results, we organized instructional session 
which included comprehensive lectures on Wikipedia, its structure, rules and its editing process. Afterwords, students selected 
Wikipedia-related assignments aligned with their course interests. The follow-up questionnaire revealed great improvement in 
correct referencing and licensing usage, in both educational institutions emphasizing the importance of proper referencing and 
licensing as trust mechanism and its influence in digital literacy in general.

Keywords: digital literacy, higher education, secondary education, technology integration in education, Wikipedia

Introduction
Opportunities and Challenges in the Digital 
Age
In the digital age, the availability of vast amounts 

of information presents both opportunities and chal-
lenges. While the internet provides immediate access 
to diverse perspectives, the credibility and accuracy 
of information are frequently questioned, leading to 
a pressing need for mechanisms that help users dis-
cern reliable sources from misinformation[10]. The 
trustworthiness of online resources has become cru-
cial as individuals rely on digital platforms not only 
for casual browsing but also for educational, profes-
sional, and decision-making purposes [7].

The Role of Wikipedia in Digital Information
Among these platforms, Wikipedia stands out as 

one of the most popular and widely consulted ency-

clopedic sources, accessible in multiple languages 
and open for user contributions worldwide [15]. As 
one of the most visited language versions in the Bal-
kans, Serbian Wikipedia serves as a significant source 
of information in Serbia and neighboring countries, 
with specific relevance to the region’s language, his-
tory, and culture [5]. However, the credibility and ac-
ceptance of Wikipedia, including its Serbian version, 
continue to be a subject of debate, primarily due to 
its open editing model, which invites contributions 
from a wide spectrum of users with varying levels of 
expertise [9].

Building Trust in Wikipedia
The challenge of building trust in Wikipedia lies 

in balancing open access with the rigorous standards 
of quality information. Since its inception, Wikipe-
dia has implemented several mechanisms aimed at 
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improving the quality and reliability of its content, 
such as citation requirements, verification of sources, 
and community oversight through discussion pages 
and edit histories [6]. Yet, public trust in Wikipedia 
remains varied, often influenced by factors such as 
familiarity with its editing processes, awareness of 
quality controls, and perceived biases [16]. In Serbia, 
the situation is particularly nuanced, as users often 
navigate Wikipedia in tandem with other regional 
and global sources, evaluating it within the broader 
context of regional media trust issues, political narra-
tives, and historical sensitivities 

Evaluating Wikipedia Articles
Wikipedia articles can be evaluated using the 

CRAAP test, which highlights the importance of cur-
rency, relevance, authority, accuracy, and purpose in 
the evaluation of information sources [2]. The struc-
ture of Wikipedia inherently supports the evalua-
tion of four out of these five criteria. For instance, 
Wikipedia articles provide details on the currency 
of information (last updated date), authority (au-
thor or editor identity), and purpose (educational 
content). However, accuracy, which reflects trust in 
the provided information, depends on proper ref-
erencing and licensing mechanisms. These mecha-
nisms, when adhered to, ensure that information is 
evidence-based, sourced, and compliant with intel-
lectual property [14].

Importance of Referencing and Copyright 
Licensing
While proper referencing and copyright licensing 

are often regarded as common knowledge, mistakes 
are still frequently made [17]. These skills are essen-
tial and should be explicitly incorporated into aca-
demic or professional activities that require proper 
attribution and responsible use of intellectual prop-
erty. Incorporating Wikipedia article writing into 
educational curricula provides an effective avenue to 
teach these skills.

Prior Research on Trust and Wikipedia
The use of Wikipedia in education has been stud-

ied extensively [1][8] [19][20][21], but research fo-
cusing on referencing and copyright licensing is limit-
ed. Only one prior study has examined the importance 
of trust concepts in this context but lacked a deep in-

sight [5]. Additionally, studies on trust in Wikipedia 
often explore its use as a source in scientific papers 
[3][14][22][23] or its credibility from a user perspec-
tive rather than focusing on fostering trust through 
improved editorial practices [11][12][18].

Focus of This Study
Our research examines trust mechanisms in Wiki-

pedia from two key perspectives: readers, who assess 
the credibility of content, and content creators, who 
build trust through proper referencing and copyright 
practices. This dual approach aims to enhance both 
the perception and production of trustworthy infor-
mation on Wikipedia. In this paper, we provide in-
sights into the current state of students’ knowledge 
about referencing and copyright licensing mecha-
nisms. We also examine the influence and power of 
targeted educational interventions in improving ref-
erencing and licensing abilities, focusing on Serbian 
Wikipedia articles. By addressing the specific chal-
lenges faced in this regional context, this research 
contributes to improving local digital literacy and 
offers broader insights into enhancing trust in open-
access platforms worldwide. This study is based on a 
pilot test conducted with a small sample, with plans 
for future expansion in various directions.

Methods and materials
Research Design
This study utilizes a quasi-experimental design to 

assess the effectiveness of an educational interven-
tion aimed at improving students’ understanding 
of referencing and copyright licensing mechanisms 
in the context of Serbian Wikipedia. The research 
was conducted as part of a collaboration between 
Wikimedia Serbia, the Faculty of Computer Science 
and Informatics at Union Nikola Tesla University, 
and Šabac Grammar School. A pilot study approach 
was chosen to gather initial insights into the impact 
of targeted educational sessions on digital literacy, 
with the intention to expand the scope in future 
studies.

Participants
The study involved two groups of students:
• Group 1: 20 third-year students from the Fac-

ulty of Computer Science and Informatics at 
Union Nikola Tesla University.
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• Group 2: 20 fourth-year students from the in-
formation technology program at Šabac Gram-
mar School.

Both groups were selected based on their strong 
backgrounds in computer science and research skills, 
ensuring a baseline level of familiarity with academic 
writing and research practices. All participants vol-
untarily agreed to take part in the study.

Educational Intervention
The intervention consisted of a series of educa-

tional lectures and activities designed to improve 
participants’ understanding of proper referencing 
and copyright licensing, with a specific focus on the 
use of these mechanisms in Wikipedia articles.

The intervention was divided into four phases:
1. Initial Phase: Baseline data was collected 

through a structured questionnaire to assess 
the students’ pre-existing knowledge of refer-
encing, copyright, and the use of Wikipedia.

2. Informative Phase: Lectures and practical 
workshops were conducted by Wikimedia Ser-
bia representatives. These sessions covered 
the importance of referencing and copyright in 
digital platforms, focusing on how Wikipedia 
incorporates these mechanisms.

3. Proactive Phase: Students were tasked with 
creating or editing Wikipedia articles, apply-
ing the knowledge they had gained during the 
informative phase. They selected topics related 
to their academic interests and worked under 
supervision to ensure proper application of 
referencing and licensing practices.

4. Evaluation Phase: A post-intervention ques-
tionnaire was administered to evaluate chang-
es in students’ understanding of referencing 
and copyright licensing. The responses were 
compared with baseline data to assess the ef-
fectiveness of the intervention.

Data Collection
Data was collected through structured question-

naires administered at two points during the study:
• Pre-Intervention (Initial Phase): A set of 10 

questions aimed at gauging students’ baseline 
understanding of referencing, copyright, and 
digital literacy in the context of Wikipedia.

• Post-Intervention (Evaluation Phase): A fol-

low-up questionnaire containing similar ques-
tions to assess changes in students’ knowledge 
after completing the educational intervention.

The questionnaires included both closed-ended 
questions (with multiple choice, nominal or Likert-
scale responses) and two open-ended questions to 
gather qualitative insights into the students’ percep-
tions of the intervention.

The inclusion of general knowledge and attitudi-
nal questions, in addition to trust-specific items, was 
designed to capture a comprehensive picture of stu-
dents’ starting points. This broader approach ensures 
that improvements in trust-related practices can be 
interpreted alongside changes in overall digital litera-
cy and familiarity with Wikipedia’s structure and use.

Questionnaire Design
The questionnaires were designed to assess 

knowledge in the following key areas:
• Referencing: Questions related to when and 

how to reference sources in academic and digi-
tal contexts, with a focus on Wikipedia (Table 
1 and 2).

• Copyright Licensing: Questions regarding the 
understanding and use of copyright licenses, 
within Wikipedia articles (Table 3 and 4).

• Students’ General Wikipedia Knowledge: Ques-
tions aimed at assessing the participants’ foun-
dational understanding of Wikipedia. (Table 5 
and 6)

Table 1. Questions IPQ5-IPQ7 from the initial phase 
questionnaire 

IPQ6: What does referencing consist of?
A1: Citation of information sources
A2: Listing everything we have read that is related to the given topic
A3: Rewriting
A4: A set of rules that makes writing difficult
A5: citation of literature at the end of the essay
IPQ7: When to cite and when not? (multiple answers possible)
A1: Never
A2: When I literally copy a text from a book or textbook
A3: When I literally copy any text
A4: When I literally state something that is common knowledge
A5: When I retell something that is common knowledge
A6: When I retell a text from a book or textbook
A7: When I retell any text
A8: When I literally state something someone told me
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A9: When I retell what someone told me
A10: When I retell someone else’s ideas
A11: When I literally state someone else’s ideas
A12: When I state my ideas
A13: When I copy someone else’s entire table
A14: When I copy part of someone else’s table

Table 2. Questions EPQ5-EPQ7 from the evaluation phase 
questionnaire

EPQ7: Do you understand the importance of referencing sources of 
information better now than before writing an article on Wikipedia?
A1: Yes, much clearer
A2: Yes, mostly clearer
A3: Yes, clearer
A4: No, still somewhat unclear
A5: No, still unclear
EPQ8: (the same as in IPQ6)
EPQ9: To what extent do you understand how to reference sources of 
information?
A1: Completely understand
A2: Mostly understand
A3: Understand
A4: Mostly don’t understand
A5: Don’t understand

Table 3 Questions IPQ8-IPQ10 from the initial phase 
questionnaire

IPQ8: What is a copyright?
A1: The right that someone claims to their work
A2: Part of intellectual property
A3: A method to prohibit everyone from using a particular source of 
information
A4: Source of income
A5: The author’s right to determine how his work will be used
IPQ9: Which copyright licenses do you know?
A1: Creative Commons
A2: Copyleft
A3: GNU
A4: Public domain
A5: SPARC
A6: Finding Images
A7: Open Educational Resources
A8: Open Access
IPQ10: Have you ever used copyright licenses
A1: Yes
A2: No

Table 4. Questions EPQ10 from the evaluation phase 
questionnaire

EPQ10: Do you understand the importance of using copyright licenses 
better now than before writing an article on Wikipedia?
A1: Yes, much clearer
A2: Yes, mostly clearer
A3: Yes, clearer
A4: No, still somewhat unclear
A5: No, still unclear

Table 5. Questions IP1-IPQ4 from the initial phase questionnaire

IPQ1: To what extent do you find interesting the possibility to edit 
Wikipedia?
A1: Extremely interesting
A2: Very interesting
A3: Interesting
A4: Little interesting
A5: No interesting
IPQ2: Have you ever tried to edit Wikipedia?
A1: Yes
A2: No
IPQ3: Have you ever successfully edited Wikipedia?
A1: Yes
A2: No
A3: I have never tried to edit Wikipedia
IPQ4: What does Wikipedia represent to you?
A1: Online source of information
A2: Literature for essay writing
A3: Knowledge sharing point
A4: Online searching tool
A5: Internet encyclopedia
IPQ5: For what purpose do you use Wikipedia?
A1: Writing essays
A2: Expanding knowledge
A3: Online searching
A4: Fun
A5: Finding something new

Table 6. Questions EPQ1-EPQ6 from the initial phase 
questionnaire

EPQ1: How would you rate the training on editing Wikipedia?
A1: Excellent
A2: Very good
A3: Good
A4: Satisfactory
A5: Unsatisfactory
EPQ2: How understandable was the training on editing Wikipedia to 
you?
A1: Extremely clear
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A2: Very clear
A3: Clear
A4: Somewhat unclear
A5: Unclear
EPQ3: To what extent was the training on editing Wikipedia useful to 
you?
A1: Extremely useful
A2: Very useful
A3: Useful
A4: Mostly useless
A5: Useless
EPQ4: To what extent were the instructors available to you during the 
creation of the article on Wikipedia?
A1: Extremely available
A2: Very available
A3: available
A4: Mostly available
A5: Unavailable
EPQ5: What new things did you learn during the training on editing 
Wikipedia? (open ended, max 50 words)
EPQ6: How would you describe the process of creating an article on 
Wikipedia? (open ended, max 50 words)

Data Analysis
The data from both the pre- and post-intervention 

questionnaires were analyzed using descriptive sta-
tistics to summarize participants’ responses. To as-
sess the effectiveness of the intervention, statistical 
tests were conducted using programming language 
R, including:

• Fisher’s Exact Test: To evaluate significant dif-
ferences between groups and pre- and post-in-
tervention where possible. (fisher.test() func-
tion from the stats package)

• Cramér’s V: To measure the strength of associa-
tions between variables, particularly between 
education level and changes in understanding. 
(assocstats() function from the vcd package)

For questions with more than five answers, hier-
archical clustering was employed to group similar re-
sponses and reveal patterns in participants’ answers:

• Distance Matrix: Generated using Gower’s dis-
tance with the daisy() function from the cluster 
package.

• Clustering Algorithm: Hierarchical clustering 
was performed with the hclust() function from 
the stats package, applying the Ward2 method 
for optimal grouping.

• Tree Cutting: The resulting dendrogram was 
cut at a height of 3 using the cutree() function 
to form distinct clusters.

The results from the questionnaires were com-
pared to determine whether there were statistically 
significant improvements in participants’ knowledge 
of referencing and copyright licensing after the edu-
cational intervention and in between categories. 

Ethical Considerations
The study adhered to ethical guidelines to ensure 

participants’ rights and privacy were respected. In-
formed consent was obtained from all participants, 
and they were assured that their responses would be 
confidential and used only for the purposes of this re-
search. Participants were also informed that their in-
volvement in the study was voluntary, and they could 
withdraw at any time without consequence.

Results
Referencing
Figure 1 illustrates students understanding and 

perspectives on the importance of accurate referenc-
ing. 

The answers to question IPQ7 were clustered into 
four categories (A1; A2, A3, A13, A14; A4, A8, A11, 
A12; A5, A6, A7, A9, A10).

In Figure 2 are given obtained results in evalua-
tion phase regarding improvement in students abili-
ties in proper referencing.

For question EPQ8, the answers were clustered 
into four categories (A1, A4, A5, A12; A2, A6; A3, A7, 
A8, A9, A10, A11, A13, A14). The collected responses 
show improvement in 64-95% questioned students 
regarding the Wikipedia’s referencing usage and un-
derstanding of referencing in general.

We compared the results of questions IPQ7 and 
EPQ9 for high school and university students.
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Figure 1. Visualization of initial phase questions related to 
referencing

For high school students, we found a p-value of 
0.0004 and a Cramér’s V value of 0.46, while for uni-
versity students, the p-value was 0.0005, and the Cra-
mér’s V value was 0.58.

Copyright licensing

Figure 2. Visualization of evaluation phase questions related to 
referencing

Figure 3 provides an overview of students’ per-
spectives on copyright and licensing practices to-
gether with recognition of existing copyright licenses. 

For question IPQ9, the answers were clustered 
into four categories (A1; A2, A4; A3, A7, A8; A5, A6). 
None of the students selected answers A3 or A4 for 
question IPQ8.

Evaluation phase results regarding students over-
all understanding of copyright licensing are present-
ed in Figure 4.

Also, the results obtained regarding copyright li-
censing usage indicate significant improvement in 
this domain where 90-95% of surveyed students 
completely understood the licensing usage.

Discussion

Figure 4. Visualization of evaluation phase questions related to 
copyright licenses

Initial Knowledge Gaps in Referencing and 
Copyright Licensing
Despite the small sample size in this pilot study, 

the results were surprising, given that all participants 
were computer science students. The initial ques-
tionnaire revealed a significant lack of awareness 
about referencing and copyright licensing, as well as 
the necessity of citations in academic work.

Before the educational intervention, about half of 
the students were familiar with referencing, but few-
er than 10% understood when citations were nec-
essary. Notably, the majority of students from both 
groups (university and grammar school) indicated 
they would reference only when directly copying 
from a source, with the highest percentage observed 
in university students (26.06%) and grammar school 
students (12.73%), both when copying from books. 
While university students showed limited aware-
ness of the need to reference retold information (only 
10.14%), a slightly higher percentage of grammar 
school students (11.82%) acknowledged this need.

Figure 3. Visualization of initial phase questions related to 
copyright licenses
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Furthermore, the findings revealed that a signifi-
cant percentage of both student groups (75-80%) 
had never used copyright licenses, and the meaning 
of copyright referencing was largely unknown. This 
was true for 75% of grammar school students and 
40% of university students, indicating a general lack 
of understanding of copyright mechanisms across 
both groups.

Impact of Educational Interventions
Significant differences in responses between 

grammar school and university students were found 
for certain questions (e.g., IPQ7, IPQ8, IPQ9, EPQ10), 
all with strong associations (Cramér’s V = 0.46 for 
grammar school students and 0.57 for university 
students). This suggests that education level or aca-
demic background plays a substantial role in how 
students understand and interpret the concepts be-
ing assessed.

The statistically significant results (p = 0.0004) 
from Fisher’s Exact Test for both groups indicate that 
the responses before and after the lecture differ sig-
nificantly. This supports the hypothesis that the edu-
cational intervention impacted students’ knowledge 
of referencing and copyright licensing. The stronger 
effect size (Cramér’s V = 0.57 for university students 
and 0.46 for grammar school students) suggests that 
university students exhibited a greater change in un-
derstanding compared to grammar school students. 
This could be attributed to their prior knowledge, 
higher cognitive ability, or more advanced learning 
skills, which might have helped them engage with the 
lecture content more effectively.

Strengthening Digital Literacy Through 
Targeted Education
The educational intervention successfully im-

proved students’ knowledge of referencing and copy-
right licensing, as evidenced by the significant chang-
es observed in the responses. Over 85% of students 
reported an improvement in their ability to reference 
correctly, and nearly all students gained a clearer un-
derstanding of copyright licensing. The stronger ef-
fect observed among university students is likely due 
to their higher pre-existing knowledge and academic 
maturity, which may have allowed them to grasp the 
material more effectively. Grammar school students, 
though showing improvement, had a moderate 

change in understanding, indicating that additional 
instructional support may be necessary to enhance 
their comprehension.

These findings underscore the importance of tar-
geted educational interventions to improve students’ 
digital literacy, particularly in areas like referencing 
and copyright licensing. Given that a significant por-
tion of both groups started with little knowledge in 
these areas, the educational phases (informative and 
proactive) were essential in bridging these gaps.

Localized Context: Serbian Wikipedia as a 
Case Study
The findings of this study extend beyond the Ser-

bian Wikipedia to provide insights into global trust-
building efforts in digital resources. The Serbian 
edition’s unique cultural and historical context high-
lights the importance of tailoring trust-building strat-
egies to specific user communities. Factors such as 
political sensitivities, regional media trust issues, and 
language-specific challenges influence users’ percep-
tions of digital platforms like Wikipedia.

The Serbian Wikipedia plays a dual role as both 
an educational tool and a cultural repository, empha-
sizing the need for localized strategies to build trust. 
This study highlights the challenges faced in this con-
text and demonstrates that fostering digital literacy 
through tailored educational programs can address 
such issues effectively.

Global Implications for Trust in Open-Access 
Platforms
While rooted in the Serbian context, the findings 

have broader implications for other language-specific 
Wikipedia editions and open-access platforms. Edu-
cational interventions that improve referencing and 
licensing skills have the potential to enhance trust 
across diverse user groups. By addressing local chal-
lenges, this study offers a replicable framework for 
global efforts, bridging the gap between regional nu-
ances and universal strategies for fostering trust in 
digital information systems.

By connecting local challenges with global solu-
tions, this research emphasizes that understanding 
the unique dynamics of user communities can sig-
nificantly enhance the credibility and utility of open-
access knowledge systems. The Serbian Wikipedia, in 
this context, serves as a vital case study for illustrat-
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ing how localized efforts contribute to a global move-
ment toward reliable, accessible, and trustworthy 
digital resources.

The findings align with [14] who emphasize that 
the quality of citations is a critical factor in enhancing 
Wikipedia’s trustworthiness.

Conclusion
Referencing and copyright licensing are typically 

considered common knowledge, but the practical 
findings from this research suggest otherwise.

This study highlights the importance of tailored 
educational interventions in enhancing digital litera-
cy, particularly in trust mechanisms related to refer-
encing and copyright licensing. The findings provide 
valuable insights into how educational background 
influences the effectiveness of these interventions. 
While previous studies have highlighted the poten-
tial mistrust stemming from Wikipedia’s open-access 
model [13], [24],[25], this research demonstrates 
that improving the referencing and copyright licens-
ing skills of Wikipedia editors can significantly con-
tribute to the creation of more trustworthy Wikipedia 
articles. Educating users on evaluating sources, rec-
ognizing authoritative references, and understanding 
copyright licensing will ultimately strengthen trust in 
Wikipedia as a reliable information source.

After completing the first year of this pilot research 
successfully, we achieved promising outcomes. Initial 
phase showed that many students were only super-
ficially familiar with trust concepts, and fewer had 
a practical grasp of their importance in evaluating 
information quality. Findings from the initial phase 
guided the study, enabling us to address emerging is-
sues effectively. The evaluation phase results showed 
a significant improvement in students’ ability to criti-
cally assess Wikipedia articles, indicating that struc-
tured guidance can effectively enhance digital literacy. 
Key outcomes include better awareness of when and 
why to cite sources, how licensing impacts content 
use, and how collaborative efforts on Wikipedia sup-
port information reliability. As more students gained 
familiarity with these concepts, they expressed in-
creased confidence in using Wikipedia responsibly, 
suggesting that such educational programs could be 
a model for similar initiatives elsewhere.

According to aforementioned, we can answer the 
main research question by stating that many of the 

surveyed students initially have a limited under-
standing of trust mechanisms, underscoring the value 
of targeted educational interventions. Such interven-
tions play a crucial role in enhancing students’ digital 
literacy and their ability to critically evaluate online 
information sources, which is beneficial for develop-
ing responsible information consumption habits and 
fostering greater trust in credible content.

The findings from this study offer an insights for 
other Wikipedia language editions and similar open-
access projects aiming to increase their credibility 
among diverse user bases. By addressing the unique 
needs of the Serbian-speaking audience and under-
standing the factors that influence trust, this case 
study underscores the role that localized efforts can 
play in enhancing the global movement for reliable 
and accessible knowledge. Ultimately, the Serbian 
Wikipedia serves not only as a tool for information 
but also as a vehicle for fostering media literacy, criti-
cal evaluation skills, and a collaborative approach 
to knowledge-sharing, all of which are essential to 
building trust in information sources in today’s digi-
tal environment.
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Abstract: In the era of Industry 4.0, the modernization of traditional machines has become crucial for maintaining competitiveness 
and enhancing production capacities. Hydraulic CNC press machines manufactured in the Balkans, particularly in the former 
Yugoslavia, renowned for their robustness and reliability, are increasingly falling behind in terms of the technological innovations 
required to meet modern production demands. Rather than being replaced by expensive new machines, this paper presents a 
transformative approach to the digital upgrade of existing systems. By employing advanced software solutions and novel control 
methods, older presses are converted into high-precision, intelligently managed machines capable of automatically adjusting 
operating parameters according to material and task specifications. This system not only significantly reduces operational costs but 
also extends the lifespan of these machines, increases production speed and minimizes errors. The core innovation of the system 
is its adaptability, enabling continuous evolution and seamless integration of new technological advancements without requiring 
substantial investments in entirely new equipment. This paper offers a vision of the future where digital transformation allows 
traditional machines to become part of smart, interconnected production lines.

Keywords: Hydraulic Press Brake Machine; ESP32; NodeMCU; Desktop Application; C# .NET; WPF

Introduction
Over the past few decades, industrial manufactur-

ing has undergone profound and continuous changes, 
primarily driven by rapid technological advancements. 
With each new wave of innovation, companies around 
the world are challenged to optimize production capac-
ity, enhance efficiency, and reduce operational costs, 
all while adapting to the demands of an increasingly 
dynamic and competitive global market. In this con-
text, the concept of Industry 4.0 has emerged as a key 
driver of industrial transformation. Industry 4.0 inte-
grates technologies such as automation, the Internet of 
Things (IoT), artificial intelligence (AI) and digital con-
nectivity into traditional industrial processes, creating 
smart, interconnected systems that can independently 
manage, adjust, and optimize operations in real-time.

Within this technological framework, digital 
transformation becomes an essential tool for com-

panies seeking to remain competitive, reduce costs, 
and improve performance. It facilitates the transition 
from manual and often imprecise processes to fully 
automated, intelligent systems that optimize produc-
tion capacities, increase manufacturing speed and 
enable more efficient use of resources. These benefits 
allow companies to meet the increasingly complex 
demands of consumers and markets. However, de-
spite the clear advantages, industrial businesses are 
struggling with digital transformation. [1]

The research presented in this paper aims to ad-
dress key questions related to the challenges and op-
portunities of industrial machine digitalization, with 
a focus on CNC hydraulic press machines:

1. How can software enhance press machine op-
eration?

2. What components were utilized and how was 
the software developed?
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3. How can digital transformation reduce opera-
tional costs and increase press efficiency without re-
quiring significant financial investments?

Methods and materials
In modernizing hydraulic CNC press machines, 

an integrated approach utilizing both hardware and 
software advancements was employed to achieve 
precise control, enhanced automation, and increased 
operational efficiency.

The ESP32 microcontroller functions as the pri-
mary control unit for the CNC hydraulic press ma-
chine, managing real-time control tasks and interfac-
ing directly with the machine’s critical operational 
components. ESP32 is ideal for precise adjustments 
and control necessary for high-precision hydraulic 
press operations, supporting the automation and ac-
curacy required in industrial environments.

Closed-loop stepper motors were selected for ac-
curate backgauge positioning. Unlike open-loop sys-
tems, closed-loop control detects and adjusts any de-
viation from the intended position, which is critical 
in maintaining the accuracy required for high-pro-
duction environments. These motors reduce errors 
in positioning, ensuring consistent precision without 
needing continuous manual adjustments.

For effective data exchange between the applica-
tion and the press hardware, the UART (Universal 
Asynchronous Receiver-Transmitter) protocol was 
implemented. This asynchronous protocol facilitates 
reliable, serial communication, ensuring that com-
mands and responses are transmitted accurately be-
tween the microcontroller and control interface. The 
use of UART in this setup allows for real-time data 
flow essential to maintain synchronization between 
software commands and hardware responses.

The GUI (Graphical User Interface) plays a pivotal 
role in operator interactions, enabling straightforward 
control over press functions. Designed with an intui-
tive layout, it includes combo boxes for tool selection 
and numeric keypads for setting precise measure-
ments. The GUI simplifies operator tasks by automati-
cally adjusting tool parameters and incorporating real-
time validation checks, enhancing usability.

To ensure operational safety and accuracy, the 
software incorporates input validation for key pa-
rameters, such as position limits (e.g., the 0-800 mm 
range for backgauge movement). This functionality 

prevents erroneous inputs, minimizing operational 
risks, and contributing to system reliability. Error 
messages or warnings are generated when values 
exceed permissible limits, helping maintain machine 
integrity.

For hands-free operation, especially useful when 
handling large materials, a foot switch system was 
integrated. The dual-switch setup allows operators 
to select preconfigured register settings with one 
switch and confirm execution with the other, provid-
ing flexibility in control without compromising safety.

Safety mechanisms were also incorporated, such 
as automated shutdown in the event of malfunction 
or irregular operation. These features align with safe-
ty standards, ensuring that the system complies with 
industrial safety requirements.

Each of these technologies was selected based 
on its ability to meet the demands of high-preci-
sion, efficient, and reliable hydraulic CNC press 
operation. The combined use of these hardware 
and software components ensures that the sys-
tem operates within optimal parameters, en-
hancing both functionality and operator control.

Discussion
Modern industry faces a significant challenge in 

updating legacy production machinery, which has 
been fundamental to manufacturing operations for 
decades. Hydraulic press machines, crucial tools in 
fields such as metalworking, automotive manufactur-
ing and heavy machinery, serve as a prime example 
of this issue. These machines are valued for their 
robustness, durability, and longevity, allowing them 
to function effectively for many years with minimal 
maintenance. However, even though their mechani-
cal performance remains commendable, they have 
become technologically outdated when compared to 
contemporary CNC (Computer Numerical Control) 
systems, which deliver superior precision, speed, and 
flexibility through digital control.

The Industry 4.0 trend poses many challenges for 
the manufacturing industry and societies generally. 
[2] The trend presents new challenges and opportu-
nities related to industrial competitiveness and sus-
tainability, as industrial firms adopt digital technolo-
gies to change how they interact and exchange data 
across their industrial network. [3] The challenge 
many enterprises face is how to retain the advan-
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tages of their existing hydraulic press machines while 
simultaneously improving efficiency, accuracy and 
productivity to meet the demands of modern market. 
Traditional hydraulic press machines often depend 
on manual controls, which can be slow, prone to er-
rors as well as limited in accuracy and speed when 
adjusting to different materials and production con-
ditions. In contemporary production environments, 
such systems can create bottlenecks that limit flex-
ibility and diminish overall productivity.

For firms dealing with industrial customers, In-
dustry 4.0 is about how firms can create solutions 
that help their industrial customers increase their 
own productivity. [4] Acquiring new CNC machines 
equipped with the necessary digital functionalities 
is not always a feasible option, particularly for small 
and medium-sized enterprises. Even after more than 
a decade from the start of the fourth industrial revo-
lution, manufacturing industry still struggles to up-
grade to Industry 4.0-compliant technologies and 
standards. [5] High costs associated with purchase, 
implementation and staff training to operate new 
machines often pose significant obstacles for com-
panies and enterprises pursuing modernization. In 
this context, the digital upgrade of existing hydraulic 
press machines offers a more cost-effective alterna-
tive. Such solutions facilitate the integration of mod-
ern software systems, sensor networks, and auto-
mated control mechanisms into existing machines, 
significantly enhancing their performance without 
the need for complete system replacement.

The digital transformation of hydraulic presses fa-
cilitates the automation of processes that previously 
required manual intervention. For instance, key pa-
rameters, such as backgauge movement, can now be 
automatically controlled by software, resulting in sig-
nificantly greater speed and efficiency in operation. 
Additionally, sensor networks that collect real-time 
data allow the machines to adapt automatically to 
changing production conditions without manual ad-
justments. This optimization not only accelerates the 
production process but also considerably reduces the 
risk of errors and improves material utilization.

While modernization through digitalization offers 
numerous benefits, significant challenges persist. In-
tegrating new digital systems with older mechanical 
components can be technically demanding, requiring 
a high level of expertise in design and implementa-

tion. Careful analysis and adaptation of the compat-
ibility between new control systems and existing me-
chanical parts are essential to ensure reliable opera-
tion. Furthermore, training staff who are accustomed 
to manual processes can be challenging, as it requires 
a fundamental shift to entirely new ways of working 
and thinking. The goal of smart manufacturing or its 
synonym “Industry 4.0” is to automate manufactur-
ing processes, were fully integrated and collaborative 
manufacturing systems rapidly can respond to meet 
the demand and conditions. [6]

This study investigates the potential for the digi-
tal transformation of hydraulic press machines, aim-
ing to integrate them into smart production systems 
within the Industry 4.0 framework. The emphasis will 
be on the development and implementation of soft-
ware and hardware solutions that not only enhance 
efficiency, precision and productivity but also enable 
significant cost savings through the modernization of 
existing systems, thereby avoiding substantial finan-
cial investments in new machines.

The objective of the research was to develop and 
implement a software and hardware solution that en-
ables the digitalization of press machine operations, 
thereby improving efficiency, precision, and produc-
tivity while reducing costs and operational errors. 
This work combines engineering techniques and 
software development with practical applications in 
real industrial settings.

This research is focused on a hydraulic CNC press 
machine produced in the 1990s, which features a 
traditional manual control system for managing the 
backgauge position and other operational param-
eters. This machine, still commonly found in many 
industrial facilities in the countries of the former Yu-
goslavia due to its robustness and longevity, lacked 
capabilities for digital control, remote operation or 
real-time monitoring.

Prior to digitalization, the machine’s operation re-
lied entirely on manual processes, including the man-
ual adjustment of the backgauge. This method was 
not only slow and time-consuming but also prone to 
errors, leading to delays that are far from cost-effec-
tive in today’s industrial landscape.

After thoroughly assessing the existing issues and 
challenges associated with the manual control of the 
machine, a comprehensive software and hardware 
upgrade was implemented. This process involved de-
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veloping software to enable automated control of the 
press machine’s key operations, including precise ad-
justments of the backgauge and other operational pa-
rameters. As part of the upgrade, guides, lead screws, 
closed-loop stepper DC motors as well as ESP32 mi-
crocontroller using the NodeMCU (Node Microcon-
troller Unit) development environment were inte-
grated. This enhancement significantly improved the 
efficiency, precision, and speed of operation, reducing 
operational errors and downtime, ultimately result-
ing in an optimized production process without the 
need for complete machine replacement.

Hardware upgrade
To facilitate the complete digitalization and mod-

ernization of the hydraulic press machine, several 
hardware elements and components were intro-
duced to enable automatic control and monitoring of 
operational parameters. The key components of the 
hardware upgrade include the following:

Microcontroller ESP32: The ESP32 microcon-
troller was selected for its specific features and the 
NodeMCU (Node Microcontroller Unit) development 
environment. Its main advantages include the capa-
bility to handle multiple tasks simultaneously as well 
as the inclusion of built-in Wi-Fi and Bluetooth mod-
ules, enabling wireless connectivity. This integration 
facilitates precise control over all aspects of the press 
machine’s operation.

Stepper motors (Closed-Loop): These motors 
have replaced manual systems for adjusting the back-
gauge. By utilizing feedback from encoders, the step-
per motors enable precise positioning of the back-
gauge without manual intervention, significantly 
reducing the time required for adjustments and en-
hancing operational accuracy.

Guides: Guides were integrated to ensure stable 
and precise movement of the press’s key compo-
nents, thereby enhancing accuracy during operations 
and extending the system’s lifespan.

Lead screws: Lead screws are essential for trans-
mitting power and movement within the system. 
Their implementation facilitates precise positioning 
and minimizes friction and wear during operation.

Software upgrade
The software developed for controlling the hy-

draulic press employs advanced algorithms to auto-

mate and optimize work operations. It was created 
in the C# .NET environment and features an intuitive 
user interface based on WPF (Windows Presentation 
Foundation) technology.

Desktop application for managing the CNC 
hydraulic press machine
The desktop application developed for managing 

the hydraulic CNC press machine serves as a critical 
component of the digitalization and automation pro-
cess. Developed using the C# programming language 
as part of the .NET framework, the application utilizes 
WPF (Windows Presentation Foundation) to create an 
intuitive user interface. Communication with the hard-
ware components of the CNC press machine is facili-
tated through the ESP32 microcontroller, which is con-
nected using a serial communication port (Figure 1).

Figure 1. Press Brake Software. Source: author’s contribution

Main functionalities of the application include 
(Figure 2):

Automatic backgauge positioning: The applica-
tion sends commands to the microcontroller for the 
precise movement of the backgauge according to the 
input parameters. By utilizing data from position 
sensors (encoders), the backgauge is automatically 
positioned correctly, enabling accurate alignment for 
each operation.

Error handling and exception management: The 
implementation of try-catch blocks within the soft-
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ware code allows the application to efficiently man-
age errors related to communication or the operation 
of hardware components.

Figure 2. Flowchart diagram of the PressBrake Software. 
Source: author’s contribution.

Initialization routine: When the application is 
launched, a key-value request is generated and sent 
to the microcontroller. This request initiates the ma-
chine’s homing sequence, which is carried out using 
limit switches placed at the ends of the x-axis, where 

the backgauge moves. The automatic positioning 
to the home position functionality significantly im-
proves the system initialization process, increasing 
the speed at which the press machine is prepared for 
operation and making the process more intuitive and 
user-friendly for the operator.

Precision and positioning speed: The application 
is optimized to enable the backgauge to reach the de-
sired position in approximately 2 seconds, with slight 
variations depending on its current position and the 
specified input interval. The movement range of the 
backgauge spans from the machine’s home position 
to a maximum of 800 mm, ensuring consistent preci-
sion across its entire range. This functionality is es-
sential, as it allows operators to perform high-preci-
sion operations without the need for manual adjust-
ments to the backgauge.

Tool input and selection: The application en-
ables operators to pre-configure and save two tools 
within the system, each with predefined parameters. 
These tools can be easily selected through a combo 
box, which reduces the need for manual parameter 
input for each task. This functionality facilitates 
smooth transitions between different types of opera-
tions without requiring additional setup, thereby im-
proving work efficiency and reducing cycle time.

User experience is enhanced through the imple-
mentation of an intuitive graphical user interface, 
allowing operators to quickly access key functional-
ities. The combo box for tool selection enables rapid 
tool changes with automatic parameter adjustments, 
minimizing the need for additional calculations dur-
ing operation. This streamlined interface simplifies 
the workflow, making the operation more efficient 
and user-friendly.

Application operation principle
The hydraulic CNC press control application al-

lows users to manage the machine’s operational pa-
rameters intuitively and efficiently, leveraging mod-
ern digital infrastructure. The connection to the press 
machine’s hardware components — such as sensors, 
motors, and backgauges — is established through a 
serial communication port, utilizing the UART (Uni-
versal Asynchronous Receiver-Transmitter) asyn-
chronous serial protocol to ensure reliable data 
exchange between the computer and the microcon-
troller.
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Microcontroller connection process
When the application is launched, the user selects 

the appropriate communication port to establish a 
connection between the application and the micro-
controller. Upon clicking the “CONNECT” button, its 
color changes from gray to green, indicating that the 
system is prepared for connection. This visual cue 
provides the operator with a clear indication of the 
system’s status.

Once the “CONNECT” button is pressed, the appli-
cation sends an initial request to the microcontroller 
through the serial port to confirm successful commu-
nication. If the microcontroller responds positively, 
the application displays a message confirming the 
connection. At this point, the “CONNECTED” button 
becomes inactive, while the “DISCONNECT” button 
becomes active and is marked in red, enabling the op-
erator to disconnect the system as needed. This func-
tionality ensures that communication with the micro-
controller is correctly established before proceeding 
with further operations.

In the event of a connection error, the application 
generates an error message, prompting the user to se-
lect a different port. This process, referred to as “hand-
shaking,” allows the application to identify the correct 
device connected to the serial communication port.

Backgauge and tool management
After establishing the connection, the user can se-

lect between two predefined tools using the combo box 
in the application. Each tool is associated with its own 
specific parameters, including an offset in millimeters 
from the machine’s zero point. For example, “Tool 1” 
has a zero offset (0.00 mm), while “Tool 2” has an offset 
of 10.00 mm. This functionality allows the operator to 
manage tool positioning accurately without the need 
to manually enter complex parameters, thereby reduc-
ing errors and increasing efficiency.

Once a tool is selected, a numeric keypad facilitates 
the input of the desired position in millimeters. The 
entered parameters are stored in one of the four avail-
able registers (M1, M2, M3, M4) by pressing the “SET” 
button. After the values are stored in a register, the 
application transitions to standard operating mode, 
where the operator can select one of the registers and 
send the corresponding data to the microcontroller 
(Figure 3).

The microcontroller subsequently uses this data 
to position the backgauge according to the entered 
values. The backgauge operates at a speed of approxi-
mately 200 mm/s, with gradual acceleration during 
the initial 10 mm and deceleration in the last 10 mm 
before reaching the desired position. This process en-
sures smooth and precise positioning without abrupt 
changes, which reduces the risk of material damage.

Limits and input validation
The application incorporates an input validation 

mechanism to ensure the accuracy and correctness of 
the press machine operation. If the user enters a val-
ue beyond the allowable range (e.g., greater than 800 
mm, which is the maximum backgauge movement 
range), the application generates an error message 
notifying the user that a valid value must be entered. 
Similarly, if the user inputs a negative value, the pro-
gram will display a warning indicating that the value 
is outside the permissible range (0–800 mm).

This functionality ensures that the machine op-
erates within predefined limits, thereby reducing 
the likelihood of errors and malfunctions during op-
eration.

Operation using the Foot Switch
An additional feature of the application enables 

users to control the press using a foot switch. The 
operator can select one of the four registers with the 
left foot switch, while the right switch confirms the 
selected position and triggers the backgauge to move 
to the specified location. This mode of operation al-
lows operators to control the machine without need-
ing to interact with the screen, which is particularly 
beneficial when working with large pieces of material 
that may obstruct access to the screen.

Once the operator finishes using the foot switch, 
the “Foot Switch” button function allows the appli-
cation to automatically revert to the standard touch 
screen operating mode, enhancing the flexibility of 
machine control.
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Figure 3. User interface of the desktop application.
Source: author’s contribution

Reset and error clearing
In the event of an error or the need to restore the 

system to its default settings, the application includes 
a “RESET” button that resets all parameters to their 
initial values. This functionality is particularly useful 
in situations where previous inputs need to be quick-
ly cleared or when the system requires resetting due 
to a change in the operational task.

Results
During the modernization process of hydraulic 

CNC press machines, extensive tests were conducted 
to evaluate the system’s performance and optimize 
functionality. The tests have revealed significant im-
provements in the following key areas:

Precision: The system’s automation has enabled 
high positioning accuracy, significantly reducing the 
likelihood of errors during machine operation.

Operational speed: The optimization of the back-
gauge and automation of processes have led to a sub-
stantial decrease in task completion time, resulting in 
increased overall machine productivity.

Energy Efficiency: The introduction of new con-
trol systems has optimized energy consumption, con-
tributing to reduced operational costs.

System Longevity: Improved control and auto-
matic adjustment of key parameters have minimized 
the need for frequent manual interventions, thereby 
extending the machine’s lifespan and decreasing the 
frequency of breakdowns.

Technical architecture of the solution
The digital transformation of industrial machines 

necessitates the careful and strategic integration of 
hardware and software components into a cohesive 
system. The technical architecture of the solution 
encompasses microcontrollers, actuators, and an ad-
vanced software interface, facilitating automatic con-
trol and monitoring of the press’s operations. This 
approach enhances efficiency, precision, and overall 
control of machine operations.

Economic viability of digitalization
Although the digitalization of hydraulic CNC press 

machines necessitates initial investments in hard-
ware components and software systems, a return on 
investment (ROI) analysis clearly illustrates the eco-
nomic benefits. In the first year following implemen-
tation, companies can anticipate a reduction in op-
erational costs of up to 30%. Furthermore, increased 
productivity, reduced downtime and decreased ma-
terial waste further validate the economic viability 
of digitalization. Digital transformation requires not 
only selecting the right technology but also imple-
menting this technology in a company’s core. [7]

System safety and security
Safety is a paramount concern when implement-

ing new technologies in industrial machines. All digi-
tal systems must be certified in accordance with ap-
plicable safety standards. For instance, the automatic 
machine shutdown system, activated in the event of a 
malfunction or improper operation, is a crucial com-
ponent of the safety strategy. Additionally, control 
systems must be safeguarded against potential hack-
ing attacks to ensure the security of data and machine 
operations.

This digital transformation provides industrial 
enterprises with significant enhancements in opera-
tional efficiency, long-term cost-effectiveness, and 
improved safety.

During the digitalization of hydraulic press ma-
chines, we encountered several technical challenges, 
which were successfully addressed through an itera-
tive development approach. One of the main chal-
lenges was ensuring the accuracy of backgauge posi-
tioning using closed-loop stepper motors.

Testing the system under real industrial condi-
tions confirmed that the automation of backgauge 
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adjustments significantly accelerated the machine’s 
setup process. Prior to modernization, every opera-
tional change required manual intervention, which 
slowed down the production cycle. In contrast, the 
digitalized system enables faster and more accurate 
adjustments, directly enhancing productivity.

Feedback from operators who tested the modern-
ized press machine was particularly valuable. Their 
responses indicated that the new software interface 
is user-friendly, intuitive and provides greater control 
over the process. This has reduced the need for exten-
sive training and the introduction of new operating 
procedures, making the transition from a manual to a 
digital system smoother.

Although we achieved excellent results, potential 
for further improvements still remains. For instance, 
in future iterations, we could explore additional auto-
mation possibilities by integrating more sensor net-
works, allowing for even more precise control of the 
machine under specific production conditions.

Overall, the modernization of the press machines 
significantly improved efficiency, reduced costs and 
provided operators with greater flexibility in their 
work, enabling companies to leverage modern tech-
nology without the need to invest in entirely new ma-
chines.

Conclusion
The results of this study confirm that the digital 

transformation of hydraulic CNC presses is a crucial 
step toward enhancing performance and efficiency in 
industrial production. By utilizing modern software 
and hardware solutions, older machines can be sig-
nificantly upgraded, extending their operational lifes-
pan and achieving high levels of precision and speed 
without necessitating substantial capital investments 
in new equipment.

The implementation of automated systems for 
backgauge positioning and operational parameter 
adjustment has led to a reduction in errors and an ac-
celeration of the production process. These advance-
ments enable small and medium-sized enterprises to 
remain competitive in today’s market while also re-
ducing maintenance costs and increasing operational 
flexibility.

In recent years, Smart Manufacturing which  is 
the  core idea  of the Fourth  Industrial  Revolution  
(Industry  4.0)  has  gained  increasing  attentions 

worldwide. [8] Future development should focus on 
enhancing algorithms for energy consumption opti-
mization as well as integrating new technologies such 
as artificial intelligence. This would facilitate even 
greater automation and real-time adjustments of op-
erational parameters. Recent  advancements  of  sev-
eral  information  technologies  and manufacturing 
technologies, such as Internet of Thing (IoT), Big Data 
Analytics, Artificial  Intelligent  (AI),  Cloud  Comput-
ing,  Digital  Twin,  Cyber-physical System, etc. have 
motivated the development of Smart Manufacturing. 
[9] Further research in these areas could contribute 
to increased efficiency and longevity of existing in-
dustrial machines, making them an integral part of 
smart production systems within the Industry 4.0 
framework, while promoting sustainable develop-
ment practices.
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Abstract: The aim of this study was to examine the use of digital translation tools by near-beginner adolescent foreign language 
learners and their beliefs about the potential of these tools for language learning. A group of 15 participants, aged 13 and 14, 
enrolled in a German language course at a language studio, completed a writing task using the Google Translate and Glosbe tools. 
Semi-structured interviews provided insight into their usage of these tools and revealed contrasting beliefs. Some learners, in favor 
of using digital translation tools in language classes, argued that the tools facilitated communication and helped them acquire new 
vocabulary, conjugation patterns, and syntax. In contrast, others expressed that they had learned little, were critical of translating 
entire texts, and were concerned about becoming dependent on the tools and developing a false sense of competence. The lack of 
reflexivity and the challenges faced by some students underscore the importance of providing guidance and support to learners at 
this stage when using digital translation tools.
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Introduction
Machine translation (MT) tools have undergone 

significant advancements over the past decade. For 
instance, Google Translate, which was launched in 
2006 with support for just two languages and a rela-
tively small user base, has now expanded to include 
133 languages and serves hundreds of millions of 
users globally [1]. This rapid growth reflects the 
increasing demand for cross-linguistic communica-
tion in our interconnected world and highlights the 
substantial improvements in MT technology. Nota-
bly, the transition from statistical machine transla-
tion (SMT) models to neural machine translation 
(NMT) in recent years has significantly enhanced 
the quality and accuracy of translations provided by 
these tools [1] [2].

These advancements have also significantly im-
pacted the field of research. In the initial years follow-
ing the introduction of MT, studies primarily focused 
on its limitations and the potential risks it posed to 
foreign language education [3] [4]. However, the 
qualitative improvements in MT over the past decade 
have shifted the research focus. Increasingly, schol-
ars are exploring the potential applications of MT as 

a tool for enhancing language teaching and learning, 
recognizing its value in supporting multilingual com-
munication and language acquisition [5] [6]. Current 
research typically examines several aspects of how 
MT impacts language learning. This includes inves-
tigating the qualitative differences in learners’ text 
production with and without the assistance of MT, 
exploring the effectiveness of text editing strategies 
such as pre-editing and post-editing with MT [7], and 
analyzing the beliefs and attitudes of both learners 
and educators toward the integration of MT in the 
language learning process [8] [9] [10].

Studies on the use of digital translation tools and 
online dictionaries in foreign language learning (FLL) 
indicate that the majority of learners regularly utilize 
these resources, particularly when writing in the tar-
get language or to address gaps in their lexical knowl-
edge [9] [11] [12]. This trend has grown significantly 
over the past 15 years [12]. In general, users appear 
to recognize that digital translation tools are a perma-
nent part of language learning [13]. However, teach-
ers hold divergent views on how to integrate these 
tools into FLL. While some advocate for the construc-
tive use of these resources, emphasizing their advan-
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tages and disadvantages in the classroom, others ar-
gue for a complete ban on digital translation aids in 
FLL [3] [4]. There is currently no definitive empirical 
evidence to confirm whether digital translation tools 
directly promote language learning. However, exist-
ing studies suggest that these tools can contribute to 
the development of metalinguistic awareness [6] and 
improve outcomes in foreign language writing [14]. It 
is also hypothesized that learners with high levels of 
language learning anxiety could particularly benefit 
from digital translation tools. The ability to resolve 
linguistic ambiguities allows them to gain confidence, 
which, in turn, may help alleviate negative emotions 
associated with FLL [15]. Additionally, various stud-
ies suggest that the use of these tools in the class-
room enhances the quality of texts and translations, a 
factor shown to positively impact students’ self-con-
fidence [6] [16] [17].

Notably, most existing studies predominantly fo-
cus on the use of MT tools by university-level learn-
ers. However, primary school students are also part 
of this increasingly interconnected world and are fre-
quently exposed to diverse languages and cultures. 
This exposure occurs through various channels such 
as interactions with multilingual peers, social media, 
music, video games, and travel experiences, high-
lighting the need to consider younger learners in MT 
research. 

The research gap is primarily attributed to the 
limited technological infrastructure in foreign lan-
guage classrooms within public schools, a challenge 
evident in Bosnia and Herzegovina as well. Excluding 
the most developed countries in Europe and globally, 
the majority of public schools lack essential resourc-
es such as language laboratories, individual comput-
ers for students, and consistent internet access. Con-
sequently, conducting the study in public primary 
schools was not feasible. Instead, the focus shifted to 
private language institutes, where many school-aged 
children enroll in courses, particularly in English and 
German, even though these subjects are part of the 
regular school curriculum.

In those increasingly tech-equipped classrooms, 
young learners have widespread access to the in-
ternet and, consequently, to MT tools. Regardless of 
whether a child learns a foreign language in a pub-
lic school or a private language institute, the use of 
MT tools raises several critical questions for foreign 

language education. To what extent can learners at 
this age, often with relatively low proficiency in the 
target language, use these tools in a reflective and 
purposeful manner? How does the use of MT tools 
influence their language acquisition and motivation 
to learn a foreign language? Are certain translation 
tools more effective or appropriate for classroom 
use than others? Moreover, what are students’ per-
ceptions of using MT tools as part of their language 
learning experience?

Limited insights into the usage behaviors of young-
er learners are provided by the study conducted by 
Vázquez-Calvo and Cassany [18], which explored the 
application of MT among 11- to 17-year-old students 
in foreign language classes within the Catalan prima-
ry school context. In their analysis, Vázquez-Calvo and 
Cassany drew on a comprehensive dataset, including 
1,020 minutes of classroom observations, 17 screen 
recordings of three distinct online activities, and in-
sights from semi-structured interviews with 12 learn-
ers. This data was gathered as part of a broader study 
investigating the use of online language resources 
in the classroom. The findings of Vázquez-Calvo and 
Cassany’s study indicate that learners utilized ma-
chine MT for a range of tasks, including understand-
ing, producing, and revising texts, with varying levels 
of success and complexity. The most frequent use of 
MT involved fully translating foreign language texts 
to achieve a general understanding. Additionally, 
learners often employed MT unconsciously as a writ-
ing aid, composing texts in their first language (L1) 
and then translating them into the target language 
without reviewing or revising the output. At the sen-
tence level, MT was also used to look up vocabulary 
and resolve grammar-related queries. The study did 
not identify any notable differences in the use of MT 
tools based on the age or foreign language proficiency 
of the learners, despite the wide age range of partici-
pants. This is particularly intriguing and suggests a 
potential area for further investigation. Additionally, 
the study did not explore the learners’ underlying 
considerations, beliefs, or emotions when employing 
these MT methods, highlighting a significant gap in 
the current research literature.

To explore this specific student perspective, a case 
study was conducted in October 2023 at the Mirelin-
gua German and English Language Studio in Banja 
Luka. The study involved a group of students who 
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completed a writing task, followed by recorded semi-
structured interviews. This research was part of a 
broader doctoral study project. The writing task was 
partially completed using two widely utilized transla-
tion tools in the Serbian-speaking world: Glosbe and 
Google Translate. These tools were deliberately se-
lected for their distinct functionalities. Glosbe serves 
as an online dictionary, offering a search function for 
individual words along with supplementary informa-
tion such as example sentences and conjugation. In 
contrast, Google Translate is a neural machine trans-
lation tool capable of translating entire sentences and 
texts, providing alternative translation suggestions 
with a simple mouse click.

Glosbe is a multilingual, community-driven dic-
tionary platform similar to Wikipedia, supporting 
all major world languages. It offers free access to 
dictionaries with in-context translations through a 
„translation memory“ feature, providing users with 
translated sentences. Beyond simple translations, 
Glosbe delivers extensive resources, including thou-
sands of example sentences, pronunciations, images, 
and illustrations to assist users in finding accurate 
translations. The platform also includes conjugation 
and declension tables, which are particularly useful 
for languages with complex grammatical structures 
[19]. Despite its numerous advantages, Glosbe’s pri-
mary limitation is often attributed to its community-
driven nature. The platform’s creators are unable to 
fully verify all user-generated content, including ex-
ample sentences, which can lead to inconsistencies in 
quality. However, the active involvement of Glosbe’s 
community, comprising over 600,000 users, is also 
considered one of its unique strengths. This exten-
sive user base allows for real-time corrections and 
improvements, providing an opportunity for continu-
ous enhancement of translations.

Google Translate is a free, web-based transla-
tion service capable of translating various types of 
text and media, including words, phrases, and entire 
webpages. Initially launched as a statistical machine 
translation (SMT) system, it required input text to be 
translated into English first before being converted 
into the target language. Due to the predictive algo-
rithms used in SMT, the service initially struggled 
with grammatical accuracy, often resulting in less 
precise translations. In 2016, the quality of machine 
translation significantly improved as Google Trans-

late and other translation services moved away from 
the traditional word-for-word translation approach 
and adopted neural network-based systems. This 
shift marked a transition to the use of artificial intel-
ligence, where the system mimics the structure of the 
human brain and is trained on large volumes of data. 
Each sentence is translated multiple times, allowing 
the model to refine its accuracy. Google Translate 
transitioned to neural networks in October 2016, and 
the improvement in translation quality was immedi-
ately evident, particularly for language pairs involv-
ing English [1]. A major challenge for machine trans-
lation had been the sentence structure of languages 
like German, where the verb’s position often led to 
numerous translation errors. With the integration 
of neural networks, the software can now recognize 
these and other grammatical variations from an ex-
tensive database and apply them to improve transla-
tion accuracy.

Despite its vast database, Google Translate still 
lacks the capability to translate entire Word and Pow-
erPoint documents. Additionally, a small test example 
highlights a limitation in its translation accuracy. The 
German sentence „Du hattest Schwein“ was literally 
translated as „You had a pig“, whereas the correct 
meaning is „You were lucky“. This example under-
scores the challenges that machine translation sys-
tems still face in capturing idiomatic expressions and 
context. The same sentence was entered into Glosbe, 
where the translation provided was also inaccurate. 
However, the platform offered numerous correct ex-
amples of translations in the example sentences be-
low, which highlights the value of community-driven 
dictionaries.

The following two research questions were de-
fined for this study:

How do primary school learners use the transla-
tion tools Glosbe and Google Translate to complete a 
criterion-based writing task, and what emotions are 
associated with their use?

What are learners’ beliefs about the effectiveness 
of translation tools, particularly Glosbe and Google 
Translate, in supporting their language learning 
progress, and how do they feel about the potential for 
future use in foreign language lessons?
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Methods and materials

Task and Participants
This study involved a writing task conducted with 

15 learners of German (10 female, 5 male) enrolled 
in the A2.2 German course at the Mirelingua Lan-
guage Studio in Banja Luka. The participants, aged 13 
and 14, were in the eighth or ninth grade of primary 
school. The task was completed over two sessions, 
each lasting 45 minutes, with a one-day interval be-
tween the sessions.

In the writing task, learners were asked to de-
scribe the best weekend they had ever experienced. 
The task was structured into three variants, each dif-
fering in the timing and use of the two translation 
tools, Glosbe and Google Translate:

Variant 1:
In the first step, students wrote a German text 

without any external aids. In the second step, they re-
vised their original text using either Glosbe, Google 
Translate, or both tools.

Variant 2:
In the first step, students composed a German text 

using Glosbe. In the second step, they rewrote the 
same text using Google Translate.

Variant 3:
In the first step, students wrote a German text 

without any external aids. In the second step, they 
used Google Translate to translate their text from 
German back into Serbian and checked if the Ser-
bian translation accurately conveyed their intended 
meaning. In the final step, they revised their original 
text using Glosbe, Google Translate, or both tools.

The variation in the tasks was designed to diver-
sify the user experience while also aiming to reveal 
potential influences of each variant on the learners’ 
affective user experience and beliefs.

The two translation tools and the writing task 
were presented to the students in detail before they 
began. To assess the suitability of the concept and the 
three task variants, a preliminary test round was con-
ducted in the course prior to the main study. In this 
phase, students were asked to translate 10 sentences 
into German using the tools. This initial round also al-
lowed students to reflect on which variant they pre-
ferred to use during the main task.

The writing task was designed based on specific 
criteria. At the teacher’s request, recently covered 

topics were incorporated, including the use of the 
Perfekt tense, modal verbs, subordinate clauses (par-
ticularly causal clauses to explain why it was the best 
weekend), and expressions of location. This criteri-
on-based approach aimed to provide students with 
guidance and ensure the task was not overly open-
ended. Conversely, the degree to which students ad-
hered to the given criteria was also intended to offer 
insights into the reflectiveness of their tool usage. 
The requirement to use the Perfekt tense posed a 
specific challenge, as machine translation programs 
like Google Translate often render the Perfekt as the 
Präteritum - a grammatical structure that is not yet 
familiar to the learners.

Conducting and Evaluating the Interviews
Following the writing task, learners were inter-

viewed about various aspects of their tool usage 
and overall task experience. The interview format 
combined elements of a semi-structured interview 
and stimulated recall [20]. Gass & Mackey [21] ad-
vocate for minimizing the structure during the re-
call process, allowing participants to verbalize their 
thoughts during the task or reflect on their actions 
without external influence. Given the learners’ limit-
ed verbalization skills at this age, some guiding ques-
tions were employed to help steer the recall process 
and facilitate the articulation of their thoughts. This 
approach involved accepting a certain degree of de-
viation from a purely introspective process, as well 
as the potential influence of the guiding questions 
on the learners’ responses. The texts produced dur-
ing the writing task served as stimuli for this retro-
spective survey.

The 15 interviews were recorded, with each ses-
sion averaging 15 minutes in length. The audio tran-
scripts were then analyzed using Mayring’s quali-
tative content analysis [22]. This method involves 
a coding process aimed at categorizing the data to 
systematically address the research question. The 
analysis can be conducted deductively, using a theo-
retically based category system, or inductively, al-
lowing categories to emerge directly from the data. 
This study employed Mayring’s inductive category 
formation process model, resulting in a category 
system comprising 10 codes. These codes were sub-
sequently interpreted in relation to the research 
questions.
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The following excerpts from the interview with 
participant P01 illustrate the application of this cod-
ing system in the transcript:

1. It was so great to have a tool to help me write a 
good text without always having to think: What 
is that word? (C08.2) I would love to have that in 
school too! (C10.1)

2. But sometimes I was thinking: Am I really al-
lowed to use all of this? (C06)

The coded text passages were gathered for each 
analysis category, summarized, and attributed to the 
individual participants to identify trends and con-
nections. As a result, statements such as the one in 
example (2) were categorized under C06, labeled as 
„critical use“. 

The student texts were not subject to a systematic 
evaluation; however, they were included in the analy-
sis of the transcripts to gain a more comprehensive 
understanding of the students’ statements. Further-
more, each text was examined to determine whether 
any tenses were used that contradicted the specified 
requirements.

Results
Usage of Translation Tools and Task 
Experience
The analysis of the transcriptions revealed that 

the surveyed learners predominantly utilized trans-
lation tools to look up unfamiliar words or to verify 
the accuracy of words or sentences they had com-
posed. Both Glosbe, an online dictionary primarily 
designed for word searches, and Google Translate 
were employed for searching individual terms. Addi-
tionally, Glosbe was used to verify specific verb conju-
gations, noun articles, and to cross-check the transla-
tions suggested by Google Translate. Several learners 
reported entering multiple words or entire sentences 
into Google Translate, noting that they found this tool 
more effective than Glosbe for such tasks. Addition-
ally, two learners expressed a preference for Google 
Translate when translating individual words, as it 
provides a single translation option, whereas they felt 
overwhelmed by the extensive list of translation sug-
gestions offered by Glosbe.

For five learners, the choice of translation tool was 
predetermined by the specific variant of the writ-

Table 1: Overview of the Codes Used

Code Category Subcategories

C01 Experience with Translation Tools

C01.1 Experience at home  
C01.2 Experience from class  
C01.3 Experience with the dictionary  
C01.4 No experience

C02 Beliefs about the Usefulness of Translation Tools
C02.1 General usefulness  
C02.2 Usefulness of Glosbe (advantages over Google Translate)  
C02.3 Usefulness of Google Translate (advantages over Glosbe)

C03 Choice of Translation Tool
C03.1 Preference for Glosbe  
C03.2 Preference for Google Translate  
C03.3 Use of both tools (Glosbe and Google Translate)

C04 How Glosbe is Used N/A

C05 How Google Translate is Used N/A

C06 (Un)Critical Use of Translation Tools N/A

C07 Beliefs about the Usefulness for Learning Progress
C07.1 Useful for learning  
C07.2 Not useful for learning  
C07.3 Conditional usefulness for learning

C08 Affective Experience During Task Completion
C08.1 Uncertainties, excessive demands  
C08.2 Enjoyment, interest  
C08.3 Other emotions

C09 Feedback on Tasks and Materials
C09.1 Feedback on the tasks  
C09.2 Feedback on tutorials  
C09.3 Feedback on criteria grid

C10 Ideas and Attitudes Regarding Future Use
C10.1 Suggestions for future use  
C10.2 Opposition to future use in language teaching
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ing task (variant 2). In the final sub-steps of variants 
1 and 3, where the tool or the combination of tools 
could be freely chosen, the analysis of text produc-
tion and conversational data indicated a clear pref-
erence for Google Translate, with Glosbe being used 
only minimally. Some statements suggest that the 
learners’ choice of tool was partially influenced by 
a misunderstanding of the tools’ functionalities. For 
instance, three learners believed that Google Trans-
late provides only a single correct translation, which 
was perceived once as a disadvantage and twice as 
an advantage. Additionally, one participant noted 
that Google Translate was deemed effective only for 
translating individual words or a single sentence, as 
the translation output changes when additional sen-
tences are entered.

The ability to choose between various translation 
suggestions was perceived differently among learn-
ers, with some considering it advantageous, while 
others viewed it as challenging. One strategy men-
tioned for handling search results on Glosbe was to 
select the top-listed word. Notably, the example sen-
tences, despite being demonstrated during the trial 
lesson prior to the writing task, were not utilized by 
the learners. However, three participants reported 
that they had explored alternative translation sug-
gestions on Google Translate by clicking on specific 
words and found this feature beneficial.

The students’ own text production was not sole-
ly compared with suggestions from a single tool; in 
some instances, both tools were used complementa-
rily. Three respondents indicated that they utilized 
Glosbe to verify or better understand translations 
of passages suggested by Google Translate that ap-
peared unclear or questionable. Additionally, Google 
Translate was employed for back translations into 
Serbian, a procedure explicitly included in variant 3 
of the writing task. One participant (P02) engaged 
in back translation, despite this not being specified 
in their assigned task variant. Three learners re-
ported mentally translating their German text into 
Serbian before entering it into Google Translate. They 
then compared the German translation provided by 
Google Translate with their own original German 
version. Consequently, one participant adjusted the 
Serbian input until the resulting German translation 
was coherent. Similar strategies were identified in 
the study by Vazquez-Calvo and Cassany [18] among 

learners at this level, where they were categorized as 
uses involving a higher level of complexity. However, 
the data do not allow for a determination of whether 
there is a relationship between the complexity of tool 
usage and learners’ beliefs about the effectiveness of 
these tools for language learning.

In the interviews, 9 out of the 15 students indi-
cated an awareness of the importance of a critical 
approach when using translation tools. Six students, 
for instance, expressed a level of mistrust towards the 
translations suggested by Google Translate. However, 
a comparison with the learners’ text productions sug-
gests that this critical approach was likely confined 
mainly to checking the meaning of individual words. 
For example, two-thirds of the participants either ac-
cepted or did not notice an incorrect verb tense (typi-
cally the Präteritum) in their texts, despite the criteria 
grid specifying the use of the Perfekt. One participant 
(P10) candidly admitted to translating as much as 
possible and directly copying the output. These find-
ings align with the conclusions of Lidström’s study 
[10], which noted that learners at this level experi-
ence challenges in critically evaluating suggested 
translations.

Regarding the affective experience of completing 
the task, participants reported both positive and less 
favorable feelings. Some described the task as engag-
ing, educational, a refreshing change, and an exciting 
experience. Two participants noted increased confi-
dence and satisfaction with the quality of their text 
after using the translation tool - sentiments that have 
also been reported by advanced university students 
in previous studies [9] [8]. Conversely, some learn-
ers found it challenging to write a text in German 
without the assistance of translation tools during the 
initial phase of the task (variants 1 and 3) and per-
ceived the use of the tool as beneficial in successfully 
completing the assignment. The advantage of being 
able to produce longer and higher-quality texts with 
the assistance of translation tools was frequently 
mentioned in relation to their perceived usefulness, 
a benefit previously highlighted in the study by Jol-
ley and Maimone [12]. The criteria grid was viewed 
variably by participants; some found it supportive, 
while others perceived it as an additional challenge. 
Three learners reported feelings of uncertainty or 
confusion when faced with selecting a translation 
from multiple, sometimes unfamiliar, suggestions. 
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Additionally, significant discrepancies between their 
own versions and the Google Translate output were 
experienced as unsettling.

Beliefs about the Usefulness of Using Tools 
for Learning
The analysis of the learners’ statements revealed 

a range of beliefs, some of which were contradictory. 
However, the findings also indicated that very few 
learners viewed the use of translation tools as un-
equivocally beneficial or detrimental to their learn-
ing. Ten out of the 15 respondents identified both 
opportunities and risks associated with the use of 
these tools for their learning progress. The reasons 
cited for the perceived usefulness of translation tools 
included the ability to check their own texts, as well 
as the opportunity to learn new words, sentence 
structures, and verb conjugations. Advanced univer-
sity learners in other studies have also acknowledged 
the usefulness of translation tools for this purpose [9] 
[12] [8] [6]. However, seven participants in this study 
identified the potential risk of relying on a tool like 
Google Translate to copy translations without critical 
thinking, thus failing to learn effectively. While this 
behavior represents a conscious decision to limit cog-
nitive engagement, three of these participants went a 
step further, arguing that using such tools diminishes 
their cognitive involvement. They contended that the 
mental effort required to select the correct words and 
construct sentences accurately is supplanted by tools 
like Google Translate. From their perspective, using 
the tool thus hinders the development of the ability 
to express oneself successfully with existing linguistic 
resources. In this context, one participant expressed 
concern about becoming dependent on translation 
tools, potentially fostering a distorted perception of 
their own language competence. These feared nega-
tive outcomes align with the risks identified in stud-
ies by Jolley & Maimone, Knowles, and Steding [12] 
[3] [4].

For these reasons, several learners linked the use-
fulness of translation tools to the condition that their 
use occurs within a controlled environment, such as 
a language school, and is limited to individual pas-
sages. A third of the learners also considered using an 
online dictionary, such as Glosbe, to be more benefi-
cial, as it does not allow entire sentences to be copied 
and focuses on individual words, which are easier to 

remember. To enhance the likelihood of retaining the 
words or constructions encountered, learners em-
phasized the importance of paying additional atten-
tion to them, both within and outside of the exercise. 
This aligns with findings from other research on the 
effectiveness of tools for vocabulary learning, which 
similarly suggests that retention is improved when 
learners engage actively with the material [5]. Partici-
pants in this study mentioned strategies such as writ-
ing down the words they looked up or using them re-
peatedly as potential methods to reinforce learning.

Regarding the future use of translation tools in 
foreign language teaching, seven learners considered 
the tasks used in this study - particularly writing a 
story - to be useful, and they also viewed these tools 
as valuable aids for preparing presentations and un-
derstanding texts. However, one third of the partici-
pants expressed opposition to the continued use of 
translation tools in teaching, citing concerns about 
the potential negative effects of relying on these tools.

The data do not suggest any correlation between 
the variant of the writing task and the learners’ be-
liefs about the usefulness of translation tools.

Discussion
This article began by noting that advancements 

in the field of MT also raise important questions for 
foreign language teaching, particularly with primary 
school students. As highlighted in the overview of 
the current state of research, there is a notable lack 
of studies examining the use of translation tools by 
younger learners in foreign language education. The 
study presented in this article serves as an exception 
in this regard, offering initial insights into the use of 
translation tools by primary school students and the 
perceptions of their use by teachers at this level [10] 
[18]. By describing how primary school students use 
the translation tools Glosbe and Google Translate, this 
article addresses this research gap and contributes to 
a better understanding of the student perspective, 
particularly by shedding light on learners’ feelings 
and beliefs.

Previous studies have demonstrated that transla-
tion tools enable learners to produce higher-quality 
and more extensive written work [9] [12]. This com-
municative potential was also reflected in the state-
ments of the learners in this study. Several partici-
pants reported difficulty in writing their text without 
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the assistance of the tools but expressed greater con-
fidence and satisfaction with the quality of their re-
vised text when using the tools.

Nevertheless, most learners in this study ex-
pressed mixed feelings about the inclusion of transla-
tion tools in language teaching. On one hand, many 
participants found the tools helpful for learning new 
words or constructions, a finding consistent with that 
of advanced university learners in other studies [9] 
[12] [8]. On the other hand, many learners empha-
sized certain conditions for their use and expressed 
concerns about the potential for mindless copying of 
suggested translations. Additionally, some learners 
associated the use of these tools with reduced cogni-
tive engagement and the risk of dependency, issues 
also addressed in the studies by Knowles and Steding 
[3] [4]. As a result, one third of the participants did 
not view the future inclusion of translation tools in 
foreign language teaching as beneficial.

The partially uncritical and thoughtless use of the 
two tools suggests that the concerns raised by these 
learners are not unfounded. The use of unfamiliar or 
incompatible tenses in two-thirds of the texts indi-
cates that learners at this age struggle significantly 
with critically analyzing the suggested translations. 
This observation aligns with assessments made by 
teachers at this level in Lidström’s study [10]. Ad-
ditionally, some students reported feeling unsettled 
when using the translation tools, due to the some-
times significant deviations in the suggested trans-
lations, or because of misunderstandings regarding 
how these tools function.

The results indicate that primary school students 
are not yet highly competent in using translation 
tools and tend to use them without critical reflection. 
Given the more positive assessments found in studies 
with advanced learners [9] [12] [8], it is reasonable 
to infer that a certain minimum level of foreign lan-
guage proficiency is necessary to effectively benefit 
from independent use of tools for language learning. 
However, it appears questionable whether the learn-
ers’ sometimes contradictory views on the usefulness 
of translation tools can be explained solely by dif-
ferences in their language proficiency. The findings 
suggest that the reflective nature of tool use plays a 
significant role in this process. Several studies also 
emphasize the importance of metalinguistic aware-
ness in the effective use of translation tools [7] [5] [6].

Conclusion
Given the continuous advancements and improve-

ments in the field of MT, it is anticipated that the role 
of translation tools in foreign language teaching will 
attract increasing research attention in the coming 
years. Future studies could explore the effects of reg-
ular tool use on learners’ motivation to learn a for-
eign language. Additionally, there is a growing need 
for concrete teaching concepts and materials de-
signed to address the use of these tools. The results of 
this study suggest that it would be beneficial to train 
learners of this age in the critical use of translation 
tools, enabling them to utilize these tools more effec-
tively and in ways that support learning and enhance 
communication in foreign language acquisition.
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