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Abstract: This paper explores the integration of computer vision technologies to enhance traffic safety through the effective 
detection of car-pedestrian interactions. As urban environments become more congested, pedestrian safety remains a critical 
concern. The system’s performance was evaluated using real-life footage from vehicle-mounted cameras, as well as images and 
videos sourced from online platforms. These real-world scenarios enabled a detailed assessment of the system’s accuracy and 
efficiency in practical conditions. The study highlights the potential for significant improvements in traffic safety, particularly in 
Bosnia and Herzegovina, where over 38% of registered vehicles are older than 23 years, and nearly 62% exceed 14 years. The 
aging vehicle fleet heightens the risk of accidents, underscoring the need for advanced detection methods. The proposed system 
automates the identification of hazardous situations on roads, allowing timely responses from relevant authorities.
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Introduction
Computer vision technologies have demonstrated 

considerable potential in improving traffic safety, espe-
cially in detecting and analyzing interactions between 
pedestrians and vehicles. These systems facilitate auto-
mated identification of traffic conflicts and violations, 
delivering crucial data for safety assessments and the 
development of preventive measures [1]. Within cit-
ies, traffic congestion has emerged as the primary 
challenge. [2]. Monitoring pedestrian movements and 
their interactions with vehicles, commonly referred 
to as object tracking [3], can significantly enhance 
pedestrian safety. By analyzing pedestrian behavior, 
recognizing traffic patterns, and predicting potential 
conflicts, authorities can implement various measures, 
such as pedestrian crossing signals, improved signage, 
and traffic calming techniques, to boost overall pedes-
trian safety. According to the latest statistics on traffic 
accidents, their causes, and consequences in Bosnia 
and Herzegovina, 31,321 traffic accidents were report-
ed on Bosnian-Herzegovinian roads in 2022. Of these, 

7,230 resulted in casualties and injuries, while 24,091 
cases involved material damage. The total number of 
accidents marked an increase of 1,083 compared to 
2021, highlighting a persistent upward trend in traffic 
incidents each year. [4]. Given these alarming statistics 
regarding traffic incidents in Bosnia and Herzegovina, 
this research aims to provide practical solutions for 
enhancing traffic safety.

Literature Review
Recent advancements in computer vision tech-

nologies have significantly improved traffic safety 
and surveillance systems. These systems utilize ob-
ject detection and recognition techniques to identify 
vehicles, pedestrians, and traffic signs. [5]. Despite 
challenges like varying weather conditions and light-
ing changes, these technologies continue to evolve, 
contributing to the development of intelligent trans-
portation systems and autonomous vehicles.

Patil et al. [6] propose a real-time traffic sign de-
tection system utilizing deep learning models, which 

104        Journal of Information Technology and Applications        www.jita-au.com



transforMing traffic safety: detection of car-Pedestrian contact using coMPuter Vision technologies JITA 14(2024) 2:104-110 

improves road safety by recognizing traffic signs and 
aiding traffic management. Similarly, S. S et al. [7] in-
troduce an IoT-based system that employs YOLO for 
real-time traffic monitoring and accident detection, 
optimizing traffic signal timings to alleviate conges-
tion. Chadha et al. [8] focus on driver safety by devel-
oping a fatigue detection system using MediaPipe and 
OpenCV, which monitors driver attention and alerts 
them to prevent accidents. Kushwaha et al. [9] ad-
dress lane detection challenges, proposing a system 
that identifies lane boundaries under varying condi-
tions, thereby enhancing driver awareness and re-
ducing accidents. 

Rocky et al. [10] have tackled the necessity for 
a dependable system to detect high-risk incidents. 
They highlight the significance of enabling self-driv-
ing vehicles to function autonomously for prolonged 
durations without human oversight. Their review 
centers on utilizing dashboard cameras (dashcams) 
as a cost-effective means to improve the safety of au-
tonomous vehicles during accident scenarios. The au-
thors provide a thorough overview of the evolution 
of concepts in this field, classifying methods into su-
pervised, self-supervised, and unsupervised learning. 
They meticulously analyze evaluation criteria and 
available datasets, shedding light on the advantages 
and drawbacks of various approaches.

These studies illustrate the transformative poten-
tial of computer vision in improving road safety and 
traffic management.

Methods and materials
The preparation for this experimental study in-

volved collecting various video materials and photo-
graphs obtained from real-life situations as well as on-
line sources, ensuring an authentic representation of 
traffic scenarios (Figure 1). The dataset used in the re-
search includes 150 images and 50 video clips, as well 
as additional data from the NYC Motor Vehicle Colli-
sions to Person dataset available on Kaggle [11]. This 
additional dataset enhanced the analysis, providing a 
broader spectrum of traffic scenarios and increasing 
the validity of the findings. The goal was to provide 
deeper insights into the system’s detection efficiency 
and assess its applicability in real-world conditions.

Image Processing
Image processing encompasses the manipulation 

of digital data in the form of images and videos, al-
lowing for the extraction of information regarding 
shape, position, orientation, size, dimensions, and 
color [12]. When individuals view images or videos, 
they can easily identify objects, gauge distances be-
tween them, and discern colors and positions. The 
main goal of digital image processing is to extract 
and interpret this information. Our image processing 
workflow consists of several steps, including loading, 
resizing, edge detection, object detection, converting 
to grayscale, and removing noise.

Loading an image
When loading an image, the initial step is to im-

port the necessary library. Following this, the cv2.
imread() function is invoked to load the image, and 
the resulting data is stored in the variable img. This 
function’s parameters include the file path of the 
image and an integer that specifies whether the im-
age should be loaded in color or grayscale (stored in 
the variable img_1). To display the loaded image in 
a new window, the cv2.imshow() function is called, 
which takes as parameters the name of the window 
and the variable containing the image data. Next, the 
waitKey() function is executed, which temporarily 
halts program execution until a key is pressed. Once a 
key is detected, the destroyAllWindows() function is 
called to close all open windows.

 

Figure 1. Image loaded in its original format 

Resizing the image
To resize an image by its width and height in pixels, 

the resize() function from the OpenCV library (cv2) is 

December 2024        Journal of Information Technology and Applications        105



JITA 14(2024) 2:104-110 vesnA RADoJcIc, eT Al.

employed. The image dimensions can be adjusted ac-
cording to specific requirements. In this example, the 
image size is reduced by 50%, and the new dimen-
sions are calculated accordingly. If only one dimen-
sion is known, the other can be determined based on 
the aspect ratio of the original image. 

Here’s a breakdown of the process [13]: The cv2.
imread() function reads the specified file in cv2.IM-
READ_UNCHANGED mode, returning a NumPy array 
containing the pixel values. The variable scaling_per-
centage is set to 50, indicating that the image will be 
reduced to 50% of its original dimensions (both width 
and height). img.shape[1] retrieves the width of the 
original image. int(img.shape[1] * scaling_percentage 
/ 100) computes the new width, which represents 
50% of the original width (Figure 2). The new size of 
the image is established with these calculated dimen-
sions. The cv2.resize() function resizes the image img 
to the new dimensions stored in the variable new_im-
age, returning a NumPy array. Finally, the resized im-
age is saved to disk with the name “traffic_resize.jpg”.

F igure 2. Size comparison: 50% reduction (right) compared to 
the original size (left)

Converting an RGB image to grayscale
To create a grayscale image, you can either read 

the file directly in grayscale mode or if an RGB image 
is already loaded, convert it to grayscale using the 
cvtColor method from the OpenCV library (Figure 3).

Noise removal
One of the key challenges in image processing and 

computer vision is the removal of noise from images. 
The “denoising” process entails estimating the original 
image by minimizing the noise that may be present 
(Figure 4). Noise can originate from various sources, 
including sensors and environmental factors, making 
it often unavoidable in real-world applications.

Figure 4. Result of noise removal from the image

Edge detection
Edge detection is a critical and essential function 

in computer vision and image processing, with nu-
merous applications [14]. Its primary objective is to 
identify significant variations in grayscale images and 
to understand the physical phenomena that cause 
these changes. 

This process involves locating the boundaries or 
edges of objects by detecting sudden shifts in shad-
ing within the image [15]. This technique is instru-

Figure 3. Original RGB image (left) converted to grayscale 
(right)

Figure 5. Result of edge detection on the image
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mental in extracting structural information about the 
objects represented in the image. Various algorithms 
are available for edge detection, given their broad ap-
plicability, with one notable example being the Canny 
Edge Detection algorithm (Figure 5).

Characteristics of vehicle-pedestrian 
collisions
Vehicle-pedestrian collision contacts occur at vari-

ous points depending on factors such as the speed of 
the vehicle, the height of the pedestrian, and the type 
of vehicle involved. These contact points typically in-
clude the front bumper, hood, and windshield of the 
vehicle, which often result in injuries to the lower 
limbs, torso, and head of the pedestrian. The dynam-
ics of such collisions are crucial for understanding 
injury mechanisms and improving vehicle safety de-
sign. Figure 6 illustrates the typical contact positions 
during these types of collisions.

Figure 6. Positions of vehicle-pedestrian collision contacts [16]

Results

Global Workflow Architecture for Object 
Detection and Collision Analysis
A systematic workflow was designed to imple-

ment object detection and collision analysis using 
advanced computer vision techniques (Figure 7). The 
workflow consists of four main stages: 

Preprocessing, Object Detection, Collision Detec-
tion, and Postprocessing and Validation. Each stage 
plays a crucial role in ensuring the robustness and ac-
curacy of the system.

Figure 7. Global Workflow Architecture for Object Detection and 
Collision Analysis

Object detection
Object detection, a crucial task in computer vision, 

has undergone significant advancements with the 
emergence of deep learning techniques. This technol-
ogy enables machines to analyze and identify thou-
sands of individual objects in real-time as they move 
past a sensor. [17]. 

This technology finds broad application in areas 
such as surveillance, autonomous vehicles, medical 
imaging, and beyond. By continuously scanning and 
analyzing multiple objects in real-time, machines can 
accurately detect and classify them, unlocking vast 
opportunities for automation and intelligent deci-
sion-making. Object detection leverages computer vi-
sion and image analysis to identify specific elements 
within images and video content. Using the YOLOv8 
algorithm for object detection, various objects in the 
image were successfully identified (Figure 8). The de-
tected objects included individuals, cars, and traffic 
lights, all of which were identified with high precision 
and speed. 

For this detection, the command yolo predict 
source=viber_image_traffic.jpg model=yolov8n.pt 
was used.
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Figure 8. Object Detection using YOLOv8 Algorithm

Pedestrian-Vehicle Contact Detection 
The development of the “Pedestrian-Vehicle Con-

tact Detection” application in Python significantly 
improves pedestrian safety in traffic. The applica-
tion aims to assist in accident prevention by using 
advanced computer vision techniques, specifically 
YOLO (You Only Look Once) version 8, to detect po-
tential collisions between vehicles and pedestrians in 
real-time. 

In the initial phase of the code, the necessary librar-
ies for video processing are imported. These libraries 
include OpenCV for handling video files, Torch for 
deep learning model operations, and NumPy for nu-
merical data manipulation. A function called load_yo-
lov8_model() is defined to load the YOLOv8 model for 
object detection. This function utilizes the torch.hub.
load method to download the model from the popu-
lar Ultralytics/YOLOv8 repository. If the model fails 
to load, an appropriate error message is displayed. 

The path to the video file, defined as video_file_
path, specifies the input for processing. The main 
video processing function is responsible for detecting 
objects and potential collisions. It starts by loading 
the YOLOv8 model, followed by opening the specified 
video file for processing and initializing variables to 
track object and collision data. In the main loop, each 
frame of the video is read and preprocessed before 
being passed to the detection model. Detected objects 
are classified into categories (vehicles and pedestri-
ans), and the average size of vehicle bounding boxes 
is calculated. Bounding boxes are then drawn on the 
frame to visualize detected objects. 

Afterward, collisions between objects are de-

tected, and collision data is overlaid on the frame for 
enhanced visualization. The processed video is dis-
played, and the loop continues until the user decides 
to exit, typically by pressing ‘q’ on the keyboard.

 (1)

 (2)

Equations (1) and (2) represent the detection rate 
and false alarm rate, respectively [18]. This applica-
tion framework achieved a detection rate of 79%, 
calculated using Equation (1), and a false alarm rate 
of 10.3%, based on Equation (2). These results dem-
onstrate the system’s solid performance, considering 
multiple factors contributing to collision detection. 

Discussion
Although the system has achieved a high detec-

tion rate, certain challenges have been identified. In 
conditions of heavy traffic, the system occasionally 
fails to detect certain vehicles, resulting in a higher 
number of false positives. In situations where detect-
ed objects in the image partially overlap in daylight, 
the objects are identified, and their relative positions 
indicate contact. However, during the processing 
of footage recorded at night, when street lighting is 
minimal, various issues may arise. 

In such conditions, the following can occur:
• Non-detection of objects (vehicles or pedestri-

ans).
• Inaccurate detection of objects.
• Misclassification of objects.
For example, if a vehicle and a pedestrian are in an 

initial position of mutual contact, the system may as-
sign the wrong class to the vehicle, recognizing it as a 
pedestrian, which leads to a lack of contact detection.

To improve detection accuracy in these challeng-
ing conditions, spatial depth compensation could be 
implemented [19], which, by comparing the relative 
positions of vehicles and pedestrians, may help re-
duce classification and detection errors. This strategy 
could potentially optimize the system’s performance 
in various weather and lighting conditions, ensuring 
more reliable collision detection.
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Conclusion
By exploring the application of computer vision 

and utilizing OpenCV and YOLOv8 for detecting traf-
fic accidents, we have opened the door to innovative 
solutions that can significantly improve traffic safety. 
Early detection of hazardous situations and enabling 
quick responses from relevant authorities can drasti-
cally reduce traffic accidents and save lives. The com-
bination of real-world scenarios and online video ma-
terials allowed for extensive testing of the system in 
realistic conditions, providing valuable insights into 
the effectiveness of various detection methods. 

However, certain limitations of the research must 
be acknowledged. The dataset used for testing was 
relatively small. The system’s performance in low-
light conditions or heavy traffic remains an area for 
improvement. 

Further research should focus on expanding the 
dataset to include a wider range of traffic and weath-
er conditions. This initiative not only enhances road 
safety in Bosnia and Herzegovina but also lays the 
foundation for further technological advancements 
in the field of traffic safety.
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